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Abstract

The	traditional	enterprise	network	for	IPv6	transition	mechanisms	has	been	IPv4	address	reduction,	which	is	speeding	up

due	to	international	development	of	Internet	connection	particularly	in	Asia	&	EU.	Prior	to	2007,	IPv6	address

allowance	guidelines	were	totally	ordered	and	permitted	only	enterprises	to	acquire	a	network	address	from	a	single

service	agency	to	prevent	over	lapping	the	international	routing	methods.	This	has	modified	since	2007,	where

enterprises	can	now	get	Provider	Autonomous	(PI)	allocations	just	like	that	of	IPv4.	When	an	enterprise	is	applicable	for

PI	area,	it	can	acquire	IPv6	address	space	that	is	not	linked	with	any	organization.

However,	many	new	components	are	in	developing	stage	and	plan	are	being	mentioned	in	the	market	that	can	affect	how

multiple	networking	is	done	with	IPv6.	Nowadays	there	are	some	unanswered	concerns	relevant	to	this	subject,	and

people	should	observe	the	factors	of	network	and	get	in	touch	with	their	companies	as	time	goes	on	to	stay	modified	on

these	changes.
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1.0	Introduction

Internet	 Protocol	 version	 6	 (IPv6)	 is	 the	 next	 edition	 of	 the	 protocol	 that	 is	 used	 for
connection	among	all	kinds	of	devices	on	 the	 internet.	 IPv6	has	been	existing	 for	many
decades,	 but	 lately	 the	 implementation	 of	 IPv6	 has	 multiplied	 significantly	 in	 the
enterprise.	IPv6	has	been	under	development	and	is	developing	as	real-world	deployments
reveal	in	either	the	protocol	or	the	implementation	technique	of	the	protocol.

	

Enterprises	 all	 over	 the	 world	 are	 being	 revealed	 to	 IPv6	 by	 either	 implementing	 and
operating	the	networks	and	applications	that	 instantly	use	IPv6	(sometimes	without	 their
knowledge),	or	they	are	proactively	implementing	IPv6	to	complete	specifications	for	the
following:	 Though	 the	 existence	 of	 IPv6	 was	 found	 for	 a	 number	 of	 years,	 the
implementation	 of	 IPv6	 has	 created	 a	 new	 era	 in	 the	 enterprise	 world.	 Most	 of	 the
companies	 all	 over	 the	 world	 are	 taking	 necessary	 action	 to	 implement	 their	 operating
system	and	applications	to	reveal	IPv6.	These	applications	use	IPv6	instantly	sometimes
without	their	knowledge.

	

For	 getting	 extra	 working	 bandwidth,	 more	 growth	 at	 marketplace,	 experiencing	 with
merger-&-acquisition	 difficulties	 and	 to	 utilize	 different	 abilities	 of	 the	 protocol	 to	 cut-
edge	program	and	endpoints,	most	of	 the	 enterprises	 are	 trying	 to	 implement	 IPv6	with
complete	specifications	(Solomon	and	Kunath,	2011).

	

Whatever	 the	 purpose,	 it	 is	 crucial	 for	 the	 enterprise	 to	 completely	 comprehend	 the
implementation	choices	available	with	IPv6	and	to	take	a	competitive	but	well-thought-out
preparation	and	design	strategy	to	their	implementation	(Bagnulo	and	Baker,	2008).With	a
vision	 to	 interact	 among	 all	 the	 devices	 of	 internet,	 Internet	 Protocol	 version	 6	 (IPv6),
which	is	supposed	as	the	subsequent	version	of	the	protocol,	is	used.

	



A	number	of	authors	have	recommended	implementing	the	different	options	of	IPv6	at	the
closes	possible	time	without	analyzing	the	purpose	of	usage.	It	is	also	suggested	to	choose
a	competitive	and	strategic	design	for	the	enterprise	before	implementation	(Bagnulo	and
Baker,	 2008).	 Sufficient	 time	 is	 required	 to	 analyze	 the	 capability	 of	 all	 the	 existing
methodologies	of	IPv6.	It	is	not	possible	to	upgrade	IPv4	similar	to	IPv6	method	instantly.
A	number	of	errors	are	observed	 in	IPv6	while	 implementing	from	IPv4.	Organizational
system	also	resists	the	implementation	of	such	new	system	considering	several	risk	factors
involved	in	it.	An	absence	of	IPv6	is	also	observed	in	this	case.	It	is	also	a	big	challenge	to
convert	 all	 the	 program	 devices	 so	 that	 they	 can	 understand	 IPv6.	 Great	 risks	 of
mismatching	the	program	with	the	devices	exist	in	this	case	(Cisco.com,	2014).

	

All	these	factors	have	encouraged	the	author	to	find	alternate	solution	for	supporting	the
IPv4	 which	 exists	 at	 present	 and	 developing	 IPv6	 in	 such	 a	 way	 so	 that	 it	 completely
adjusts	with	the	requirement	of	the	enterprise.

The	main	 objective	 of	 this	 analysis	 is	 to	 provide	 a	 broad	 scenario	 for	 the	 technological
development	related	to	implementation	of	IPv6	in	an	ideal	way	in	the	networking	system
of	 the	 organization.	 There	 exist	 a	 number	 of	 options	 for	 further	 research.	A	 number	 of
factors	 are	 involved	with	 implementation	 of	 the	 system.	 Further	 technical	 development
and	 innovation	 is	 required	 to	 make	 a	 link	 between	 IPv4	 and	 IPv6	 to	 ensure	 complete
solution	 for	 an	 enterprise	 (Hinden	 and	Deering,	 2003).	The	 effectiveness	 and	 efficiency
level	of	the	innovative	technologies	can	also	be	measured	by	conducting	further	research
to	align	it	with	the	exact	requirement	of	the	enterprise.

	

Implementation	of	 IPv6	according	 to	 the	necessity	of	 the	enterprise	 is	 the	main	 issue	of
concern	of	this	research	(IPv6	security	issues).	The	analysis	will	also	include	the	research
findings	on	the	IPv6	technology	for	networking	system	in	different	organization.

	



The	need	of	sufficient	time	is	to	allow	IPv6	capabilities	on	all	present	methods.	However,
IPv4	 network	 cannot	 upgrade	 to	 IPv6	 network	 immediately.	This	 is	 partially	 due	 to	 the
knowing	of	 the	specific	 limitations	of	IPv6	as	 in	evaluation	to	IPv4.	Also,	organizations
are	 incredibly	 risk-adverse	 and	 are	 not	 tuned	 in	 to	 new	 changes	 so	 immediately.
Furthermore,	there	is	a	lack	of	IPv6	interest.	The	specific	incompatibilities	to	convert	all
the	devices	to	understand	IPv6	rapidly	are	another	issue	that	must	be	met.	These	factors
cause	us	to	look	for	alternatives	that	support	co-existence	of	IPv4	and	IPv6	working	with
methods	in	network	(Cisco.com,	2014).	

	

This	 analysis	 provides	 an	 extensive	 chances	 of	 IPv6	 technology	 ideal	 for	 an	 enterprise
network	system.	There	are	several	choices	for	further	research.	The	conditions	that	were
not	 described	 are	 places	 that	 need	 further	 research.	 In	 particular	 further	 research	 on
technology	that	allows	IPv4	servers	to	link	with	IPv6	servers	and	application	solutions	is
required	(Hinden	and	Deering,	2003).	Furthermore,	each	of	the	recommended	technology
could	also	be	further	examined	by	finding	efficiency	and	use	ability	issues.

	

So	this	analysis	concentrates	on	the	implementation	of	enterprise	IPv6	technology.	It	also
reveals	the	addresses	research	outcome	on	the	IPv6	technology	for	enterprise	networking.

	



1.1	General	Question

As	the	entire	world	doesn’t	know	too	much	about	‘IPv6’	or	‘Enterprise	IPv6’	so	there	are
lots	of	queries	arise	about	this	new	technology.	The	entrepreneurs	as	well	as	the	enterprise
or	business	organization	related	persons	are	always	trying	to	know	about	 the	answers	of
these	queries.

	

The	 most	 common	 query	 about	 IPv6	 is	 given	 below:	 Nowadays	 the	 enterprise
professionals	ask	a	common	question	about	the	Enterprise	IPv6	the	question	is	as	follows:

	

What	are	the	challenges	in	rolling	out	IPv6	across	an	enterprise	network?

The	author	of	this	book	has	tried	hard	to	find	out	the	answer	of	this	common	question	in
the	following	parts	of	this	book.



	

1.2	Aims	of	the	Analysis

1.	 To	find	out	the	enterprise	IPv6	technology	in	an	enterprise	computer	networking
environment

2.	 To	analyze	 the	advantages	and	disadvantages	of	 this	Enterprise	 IPv6	 technology
in	an	enterprise	computer	networking	system

3.	 To	provide	the	result,	recommendations	and	summery	of	the	research	analysis
4.	 To	differentiate	between	IPv4	and	IPv6
5.	 To	research	the	structure	of	the	enterprise	IPv6	technology
6.	 To	research	the	features	of	enterprise	IPv6
7.	 To	 analyze	 the	 existing	 IPv6	 technology	 in	 the	 networking	 system	 of	 different

enterprises
8.	 To	 understand	 the	 structure	 and	 main	 features	 of	 IPv6	 existing	 in	 different

enterprises
9.	 To	distinguish	between	the	loss	and	benefit	faced	by	an	enterprise	for	establishing

IPv6	technology	in	their	computer	networking	system
10.	 To	leash	out	some	sorts	of	result	from	the	analysis	and	summarizing	the	findings
11.	 To	know	some	recommendations	for	the	system	development

	

	



1.3	Objectives	of	the	Analysis

	 	 	 	 	 	 	To	provide	best	 recommendation	 about	 the	 enterprise	 IPv6	 technology	 for
enterprise	networking	solution

							To	find	out	the	advantages	and	disadvantages	IPv6	technology	as	compared	to
IPv4	technology	for	enterprise	networking

							To	fully	under-stand	about	this	technology



1.4 Research	Flow	Diagram

	

	

	

	



1.5	Structure	of	the	Analysis

	 	 	 	 	 	 	Introduction:	The	Introduction	of	the	analysis	is	composed	of	the	basic	and
compact	knowledge	given	on	 IPv4,	 IPv6	along	with	various	 information	about
enterprise	IPv6.

	 	 	 	 	 	 	Literature	Review:	It	shares	some	previous	ideas	researches	done	by	some
other	authors.	Even	some	personal	opinion	and	examples	were	also	added	in	this
part.	It	discusses	how	relevant	the	topic	of	the	research	is	provided	with	which
we	are	working	with.



							Main	body	of	the	Analysis:	This	part	of	the	research	explains	and	discusses
about	the	artefact	in	addresses.	It	forms	the	logical	and	analytical	background	of
the	research.	This	part	mainly	evaluates	how	the	research	is	relevant	and	how	the
aims	and	objectives	can	be	reached	through	the	use	of	enterprise	IPv6.	Finally,
some	recommendations	are	also	provided	in	this	part	along	with	the	summary	of
the	result	obtained	during	the	research.

							Conclusion:	It	discusses	about	the	ending	of	the	research.

							Critical	Evaluation:	It	surveys	the	every	aspects	very	carefully	and	observes
it	 every	 procedure	 step	 by	 step.	 It	 also	 compares	 how	 much	 fruitful	 will	 the
research	be	and	finally	also	includes	self-evaluation	after	doing	the	research.

							Reference	and	Bibliography

2.0	Literature	Review

IPv6	 is	 the	 next	 generation	 protocol	 for	 the	 Internet	 that	 triumphs	 over	 the	 address
restrictions	 of	 IPv4	 and	 eliminates	 or	 decreases	 the	 situations	 for	NAT/PAT	 as	 they	 are
used	 nowadays.	 The	 key	 factors	 for	 IPv6	 is	 the	 variety	 of	 IP	 addresses.	 This	 allows
enterprise	a	continual	and	paves	the	way	for	new	applications	across	the	Internet.

	

The	Internet	Engineering	Task	Force	(IETF)	and	other	companies	keep	assess	alternatives
and	produce	writes	 and	RFCs	 to	make	 sure	 the	 interoperability	 of	 IPv6-enabled	 servers
(Sholomon	 and	 Kunath,	 2011).	 Almost	 all	 companies	 and	 device	 suppliers,	 and	 many
enterprises,	are	preparing,	implementing,	or	have	implemented	IPv6	within	their	network
facilities	for	the	future	network	structures	and	applications	(Lawson,	2011).

	

While	many	enterprises	are	looking	to	allow	IPv6	or	set	up	plans	for	the	implementation
of	 IPv6,	 some	 of	 the	 enterprise	 verticals	 such	 as	Retail	 store,	 Production,	Web	 2.0	 and
Enterprise	 IT	companies	are	play	major	 roles	 to	adopting	both	by	allowing	network	and
computers	 to	 support	 IPv6	 and	 also	 allowing	 their	 enterprise	 applications	 over	 IPv6
(Draves,	 2003).	 The	 internet	 has	 progressed	 from	 an	 inner	 allocated	 processing
applications	used	by	the	U.S.	Department	of	Defense	to	a	method	that	allows	enterprise	or
enterprise	 to	 be	 impressive	 and	 more	 effective	 in	 offering	 products	 or	 services	 to	 its
international	clients	(Draves,	2003).



	

Enterprise	 applications	 have	 progressed	 over	 the	 decades	 from	 the	 easiest	 form	 of
client/server	to	make	it	more	customers	oriented.	These	enterprise	applications	now	make
use	 of	 technology	 such	 as	 speech,	 video	 and	 wireless	 internet	 network	 (Bagnulo	 and
Baker,	 2008).	 The	 adaptation	 of	 collaborative,	 entertaining	 applications	 has	 created	 a
significant	move	in	the	understanding	and	the	requirements	of	the	enterprise	network.

	

The	 changing	 enterprise	 scenery	 now	 requires	 the	 enterprise	 network	 to	 provide	 the
following:

	

Customer	experience	for	collaboration	applications:	The	use	of	cooperation,
real-time	 connection,	 single-sign-on,	 and	 flexibility	 apps	 is	 developing,	 with	 a
positive	and	interesting	consumer	encounter	being	one	of	the	top	main	concerns.

	

	 Supporting	 different	 types	 of	 device	 &	 gadgets:	 Enterprises	 have	 seen	 an
increased	adaptation	of	Wi-Fi	devices	(including	Wi-Fi-enabled	notebooks,	 tabs
and	smart	phones)	and	the	client	devices	in	addition	to	the	traditional	PC	and	IP
phones.

	

Network	 resiliency	 and	 enhanced	 unity	 of	 times:	 Enterprise	 functions	 that
adjust	 to	 globalization	 and	 continue	 to	 function	 24/7	 hours,	 All	 year	 round
require	 a	 long	 lasting	 network	 facilities	 that	 guarantees	 accessibility	 enterprise
applications	during	a	network	update	or	failing	(Rooney,	2011).

	

High	security:	Over	 the	 decades,	 security	 risks	 have	 grown	 in	 a	 huge	 number
and	 complex	 form,	 requiring	 the	 network	 security	 to	 develop	 and	 support
allocated	and	powerful	application	environments.



The	need	for	versatile	client	and	traffics	accessibility	is	increasing	as	the	development	of
the	new	types	of	enterprise.	The	enterprise	network	 is	 the	facility	 that	 interconnects	end
users	 and	 devices.	 It	 can	 connect	 only	 one	 place	 or	 several	 places	 in	 a	 developing,	 or
several	structures	distribute	across	a	geographical	area.	The	enterprise	network	is	a	high-
speed	material	 that	 provides	 basic	 connection	 and	offers	 a	 long	 lasting,	 secure,	 easy-to-
manage	 network	 services	 material	 needed	 to	 run	 enterprise-critical	 applications.	 IPv6
based	 Enterprise	 network	 is	 developed	 to	 maintain	 three	 principles	 in	 mind	 (Rooney,
2011):

Modularity
Structure
Resiliency

	

Modularity:	Modularity	is	one	of	the	essential	concepts	of	an	organized	network
that	describes	the	enterprise	network	as	a	set-up	of	several	foundations	developed
autonomously	 using	 a	 methodical	 strategy	 and	 implementing	 structure	 and
redundancy	 where	 appropriate.	 Improved	 modularity	 in	 a	 network	 design	 has
self-contained	network	prevents	to	back	up	a	particular	operate	or	set	of	features.

	

Therefore,	 a	 failure,	 update,	 upgrade	or	 any	modify	 in	 one	 component	will	 be
restricted	to	its	own	limitations.	With	a	flip	network	design,	network	services	can
be	chosen	on	a	per-module	foundation	but	would	need	to	be	verified	as	part	of
the	overall	network	design.

	

Structure:	 Structure	 is	 one	 of	 the	 key	 support	 medium	 for	 a	 good	 network
design.	Each	 component	 described	 in	 the	past	 area	needs	having	hierarchy	 and
resiliency	designed	into	the	network	design.	For	the	enterprise	environment	and
actual	 connection	 to	 proceed	 to	 evolve,	 the	 network	 design	 must	 be	 flexible
enough	to	move	out	new	end	devices,	apps	and	applications,	or	improve	potential
without	going	through	a	significant	fork	lift	update.

	

This	 network	 design	 versatility	 has	 progressed	 from	 the	 conventional	 smooth
network	 to	 a	 hierarchical	 topology	with	 distinct	 levels,	where	 each	 part	 has	 a



particular	part	that	allows	the	network	architect	to	choose	the	right	network	and
allows	the	required	features	for	that	part.

	

These	 levels	have	efficient	 features	and	provide	 limitations	 to	 failure	domains.
Each	 part	 has	 exclusive	 features	 and	 individual	 segments	 for	 offering	 network
services.

	

Resiliency:	Moreover	 to	 design	 a	 perfect	 enterprise	 network	 structure,	 it	 is
important	 for	 network	 designers	 to	 consider	 resiliency	 along	 every	 step	 of	 the
network	design.	Developing	resiliency	to	prevent	single	factors	of	failing	is	key
factor	 for	 guaranteeing	 high	 accessibility	 and	 enterprise	 growth.	 The
synchronized	uses	of	resiliency	ability	within	the	change,	web	link,	and	network
designs	 is	 required	 across	 all	 the	 different	 segments	 and	 levels	 that	 have	 been
mentioned	formerly.

	

For	example,	allowing	repetitive	program	in	the	accessibility	part	can	make	sure
enterprise	 growth	 even	when	 the	 effective	 program	 is	 not	 able	 to	 find	 out	 the
definite	 result.	This	makes	 sure	 that	 there	 is	 no	 effect	 to	network	unity	on	 the
submission	 part	 (for	 both	 Layer	 2	 and	 routed	 accessibility	 deployments).
Including	resiliency	to	the	design	might	require	the	use	of	new	functions,	but	it	is
often	just	an	issue	of	how	you	choose	to	apply	your	structure	and	how	you	set	up
the	primary	Layer	2	and	Layer	3	topologies.

	

The	 following	 table	 shows	 the	 difference	 between	 IPv4	 and	 IPv6	 in	 enterprise	 scenario
which	has	mainly	focused	on	the	necessity	in	rolling	out	IPv6	across	enterprise	networks:



	

Figure	1:	Difference	between	IPv4	and	IPv6	in	enterprise

scenario

Enterprises	 often	 get	 slowed	 down	 in	 the	 organizational	 problems	 and	 enterprise
validation	of	a	new	venture.	And	often	end	up	with	a	technological	design	and	execution
that	is	procured	to	figure	it	out	“as	we	go	along”	mind-set.	The	objective	of	this	guide	is	to
give	 people	 a	 realistic	 and	 confirmed	 way	 to	 crack	 down	 the	 large	 process	 of	 IPv6
implementation	 into	 usable	 segments	 based	 on	 locations	 in	 the	 network	 and	 to	 provide
user	with	verified	settings	 illustrations	 that	can	be	used	 to	develop	a	 lab,	enterprise,	and
manufacturing	network	design	(Hossain,	2013).

	



Industry	 research	 that	 often	 happens	 on	 the	 outside	 to	 the	 enterprise	 area	 as	 times
pressured	upon	an	enterprise	from	the	marketplace,	they	are	in	or	by	other	external	causes
(for	 example,	 Internet	 IPv4	 address	 exhaustion),	 whereas	 others	 are	 valuable	 to	 the
enterprise	depending	on	enterprise	or	technological	benefits	(Hossain,	2013).

	

There	are	three	key	factors	why	companies	might	need	IPv6	(Lawson,	2011):

Need	 for	 a	 large	 address	 space	 (beyond	 IPv4)	 for	 an	 enterprise	 to	 help	 the
organization	in	its	continual	and	increasing	development.	IPv6	is	also	a	pioneer
of	new	possibilities	and	a	system	for	advancement.

	

There	are	still	sessions	of	network	applications	that	are	not	possible	with	IPv4	for
example,	 vehicle-mounted	 GPS	 system,	 which	 might	 include	 an	 incredible
number	of	network	receptors	on	cars.
IPv6	is	on	by	standard	in	operating-system	like	Microsoft	Windows	7,	8,	8.1,	10,
Pro,	Enterprise	Edition	and	Linux	based	operating	network	system.

Developed	 nations	 like	 Indian	 and	 China,	 with	 large	 communities	 and	 increasing
technological	proficiency,	will	almost	certainly	shift	to	IPv6	straight.	Enterprises	that	want
to	 be	 effective	 in	 those	 marketplaces	 but	 do	 not	 use	 IPv6	 will	 be	 at	 an	 aggressive
drawback.	 Internet	 Protocol	 version	 6	 (IPv6)	 is	 the	 latest	 adjustment	 of	 the	 Internet
Protocol	(IP),	the	protocol	that	provides	an	identification	and	place	program	for	computer
on	 techniques	 and	 paths	 guests	 across	 the	 Internet.	 IPv6	 was	 designed	 by	 the	 Internet
Engineering	Task	Force	 (IETF)	 to	address	 the	 long-anticipated	problem	of	 IPv4	address
exhaustion	(Cisco.com,	2014).

	



The	only	Quality	of	Service	 (QoS)	network	designed	 into	 IPv6	 are	 a	 few	headers	 areas
that	 are	 expected	 to	 be	 used	 to	 differentiate	 packets	 that	 belong	 to	 various	 sessions	 of
traffics	and	 to	 recognize	 related	packets	as	a	“flow.”	The	objective	 is	 that	 these	headers
areas	should	allow	devices	such	as	routers	to	recognize	moves	and	types	of	traffics	and	do
fast	supply	of	data	on	them.	In	exercise,	the	use	of	these	headers	components	is	optionally
available,	 which	 means	 that	 many	 devices	 do	 not	 hassle	 with	 anything	 other	 than	 the
lowest	 amount	 of	 support	 required.	 However,	 IPv4	 has	 identical	 headers	 components,
designed	 to	 be	 used	 in	 identical	ways,	 so	 it	 declares	 that	 IPv6	QoS	 is	 better	 than	 IPv4
(Cisco.com,	2014).

It	would	be	more	precise	to	say	that	IPv6	is	no	less	or	no	more	protected	than	IPv4	it	is
just	different.	The	primary	security-related	procedure	integrated	into	the	IPv6	structure	is
IPsec.	 Any	 RFC-based,	 standards-compliant	 execution	 of	 IPv6	 must	 assistance	 IPsec
however,	there	is	no	need	that	the	performance	is	allowed	or	used.	This	has	led	to	the	false
impression	that	IPv6	is	instantly	more	protected	than	IPv4.	Instead,	it	still	needs	cautious
execution	and	a	well-establish	program	and	programmers.	This	is	mostly	a	belief	because
of	Network	Address	Transition	(NAT)	improves	security	level.	NAT	prevails	to	get	over	a
lack	of	 IPv4	addresses,	 and	because	 IPv6	has	no	 such	 lack,	 IPv6	networks	do	not	need
NAT.	To	those	who	see	NAT	as	security,	 this	seems	to	mean	a	lacking	in	the	security	of
IPv6.	However,	NAT	does	not	provide	any	significant	security.

	

The	 mind-set	 of	 security	 through	 obscurity	 is	 mostly	 an	 obsolete	 idea	 because	 many
strikes	do	not	happen	through	straight	routable	IP	based	techniques	from	the	internet	into
the	inside	of	the	enterprise	but	rather	through	Levels	4–7	strikes.

	

IPv6	was	developed	with	the	objective	of	making	NAT	needless,	and	RFC	4864	describes
the	 idea	of	Local	Network	Protection	(LNP)	using	IPv6	this	provides	 the	same	or	better
security	 advantages	 than	NAT	 (McFarland,	 2011).	 IPv6	 is	 designed	 to	 alternative	 IPv4,
which	still	provides	many	internet	traffics	as	of	2013.	As	of	September	2013,	the	amount
of	clients	getting	Google	services	over	IPv6	surpassed	2%	for	the	first	time.

Every	program	on	the	internet	must	be	assigned	an	IP	address	in	order	to	link	with	other
devices	 (McFarland,	 2011).	 With	 the	 ever-increasing	 number	 of	 new	 devices	 being
connected	with	the	Internet,	the	need	happened	for	more	information	than	IPv4	is	able	to
offer.



	

Why	and	when	an	enterprise	should	consider	IPv6:

	

	

Figure	2:	IPv6	benefits	for	various	industry	sectors

Development	of	Internet	world	and	the	need	of	IPv6:	Last	few	years	IPv4	was	nicely
implemented	 on	 various	 types	 of	 networking	 system	 like,	 enterprise	 or	 organizational
networking	 purposes.	 So	 right	 now,	 Cisco	 is	 trying	 to	 implementing	 their	 new	 Internet
Protocol	on	various	enterprise	and	organizational	fields.

	

This	area	concentrates	on	the	current	alternatives	that	increase	the	life	of	the	internet	and
the	benefits	that	IPv6	provides	over	other	alternatives	(Cisco.com,	2014).		The	following
chart	of	IPv6	growth	statistics	can	clear	the	developing	popularity	and	need	of	IPv6:

	



	

Figure:	IPv6	growth	statistics	in	recent	and	upcoming	years

IPv6	 in	 the	 IETF:	 As	 IPv6	 goes	 popular,	 it	 is	 important	 for	 the	 standards	 bodies	 for
example,	Internet	Engineering	Task	Force	(IETF)	to	standardize	on	these	abilities,	which
can	be	implemented	across	all	networks	and	the	computers.

	

Enterprise	 IPv6	 Implementation	Status:	While	many	enterprises	 are	 looking	 to	 allow
IPv6	or	set	up	plans	for	the	implementation	of	IPv6,	some	of	the	enterprise	verticals	such
as	Retail	 store,	Production,	Web	2.0	and	Enterprise	 IT	companies	are	major	 to	adopting
both	 by	 allowing	 program	 and	 computers	 to	 support	 IPv6	 and	 also	 allowing	 their
organizational	network	over	IPv6	(McFarland,	2011).

	

The	Internet	has	evolved	from	an	internal	distributed	computing	network	used	by	the	U.S.
Department	 of	Defense	 to	 a	medium	 that	 enables	 enterprise	 to	 be	 innovative	 and	more
productive	in	providing	goods	and	services	to	its	global	customers	(McFarland,	2011).	The
Internet	 Protocol	 Suite	 (TCP/IP)	 is	 the	 actual	 technology	 used	 to	 allow	 this	 network
connection.

	



Although	 the	 Internet	 network	 doesn’t	 maintain	 any	 legal	 governance	 it	 does	 have
overreaching	organizations	that	help	apply	and	sustain	policy	and	function	of	key	internet
components	 such	 as	 the	 IP	 address	 space	 and	 Domain	 Name	 System	 (DNS).	 These
components	are	controlled	and	regulated	by	the	Internet	Corporation	for	Assigned	Names
and	 Numbers	 (ICANN),	 which	 functions	 the	 Internet	 Assigned	 Numbers	 Authority
(IANA)	(McFarland,	2011).

ICANN/IANA	assigns	 unique	 identifiers	 for	 use	 on	 the	 Internet,	 (IANA)	which	 include
domains,	Internet	Protocol	(IP),	and	Application	Port	Numbers	(APN)	(Kim,	2011).

	

	

Typical	Customer	Roadmap	for	IPv6	transition

	

	

Figure	3:	Steps	prior	to	IPv6	transition	implementation

	

The	 present	 IPv4-based	 address	 design	 will	 not	 be	 enough	 to	 provide	 the	 increasing
address	 requirements	 of	 the	 enterprise	 network	 process.	 IPv6	 has	 been	 developed	 to
address	 this	 deficiency.	However,	 the	 task	 is	 how	 to	 add	 IPv6	 to	 an	 enterprise	 network
successfully	 and	 with	 the	 least	 effect.	 Various	 networks	 have	 been	 suggested	 to
accomplish	this.	Native	IPv6	(IPv6-only	networks):



Local	 IPv6	 represents	 the	 network	 where	 IPv6	 is	 the	 only	 medium	 of	 protocol	 that’s
operating.	 IPv6	 and	 Enterprise	 have	 Coexistence	 Mechanisms	 which	 have	 some
extraordinary	 transition	 mechanism	 features.	 As	 the	 name	 indicates,	 transition
mechanisms	help	in	the	conversion	from	one	protocol	to	another.	In	the	viewpoint	of	IPv6,
transition	mechanism	generally	 indicates	 shifting	 from	 IPv4	 to	 IPv6	 (Bouras,	Karaliotas
and	Ganos,	2003).

	

In	 future,	 IPv6	 networks	 will	 absolutely	 substitute	 today’s	 IPv4	 protocol.	 For	 the	 near
phrase,	a	variety	of	 transition	mechanism	networks	are	needed	to	allow	both	protocol	 to
function	at	the	same	time	(McFarland,	2011).	Some	of	the	most	commonly	used	transition
mechanisms	are	mentioned	in	the	following	segments:

Dual-stack:	Dual-stack	 represents	 the	 host/network	where	 both	 IPv4	 and	 IPv6
protocols	are	operating	on	the	devices.	As	IPv4	also	has	this	technology	but	this
is	backward	than	IPv6	Dual-stack	technology.

	

IPv6	over	 IPv4	 tunnels:	This	 transition	mechanism	provides	 IPv6	packets	 are
exemplified	within	an	IPv4	packet.	This	technique	is	used	where	IPv6	networks
are	separated	and	IPv4	is	the	only	choice	to	transverse	over	the	present	network.
In	 this	 situation,	 IPv6	 is	preferable	and	have	more	advantages	 than	 IPv4	 (Kim,
2011).

	

IPv6	over	MPLS:	In	this	transition	mechanism,	the	IPv6	websites	connect	with
professional	IPv6	websites	over	an	IPv4	Multiprotocol	Label	Switching	(MPLS)
offering	more	powerful	and	greater	efficiency.

	

Transition	 mechanisms:	 By	 using	 the	 transition	 mechanisms	 like	 Socks
gateway,	 Network	 Address	 Transition-Port	 Transition	 (NAT-PT),	 TCP-UDP
Relay,	 and	 NAT64	 the	 IPv6-only	 devices,	 devices	 can	 communicate	 with	 the
IPv4-only	devices	or	gadgets	(Kim,	2011).

	



Another	new	feature	of	IPv6	is	Stateless	Address	Auto	Configuration	(SLAAC),	“built	in”
IPsec,	mobile	IPv6,	flow	label,	and	more.	The	lead	provides	the	best	probability	to	assess
these	 functions.	Each	 enterprise	 can	use	 some	or	 all	 of	 these	new	 features.	An	 in-depth
knowing	of	these	functions	will	help	on	identifying	IPv6	guidelines	for	enterprises.	As	an
example,	 SLAAC	 allows	 hosts	 to	 acquire	 an	 IPv6	 address	 instantly	 when	 linked	 to	 a
routed	 IPv6	 network.	However,	 this	might	 be	 inappropriate	 for	 an	 application,	where	 a
stateful	 settings	 using	 DHCPv6	 or	 fixed	 IPv6	 address	 might	 have	 to	 be	 used	 (Bouras,
Karaliotas	and	Ganos,	2003).

	

Enterprise	IPv6	protocol	has	Quality	of	Service	(QoS)	protocol	features	which	is	another
important	 protocol	 features	 of	 enterprise	 IPv6.	 Because	 enterprise	 networks	 of	 today’s
world	are	designed	to	be	complicated	international	networking	infrastructures	(Sholomon
and	Kunath,	2011).

	

These	 networks	 have	 the	 system	 to	 enable	 lots	 of	 applications,	 programs	 and	 services.
QoS	protocol	has	the	task	of	offering	different	application	sources	with	main	concerns	and
analytics	such	as	(Kim,	2011):

Bandwidth
Delay
Interpacket	wait	difference	(jitter)
Packet	loss

The	 enterprises	 are	 facing	 the	 above	 challenges	 at	 the	 time	 of	 rolling	 out	 IPv6	on	 their
network	 infrastructure.	 However,	 there	 are	 many	 limitations	 of	 IPv4	 in	 compare	 with
IPv6,	The	 following	 figure	has	 shown	 the	 limitations	of	 IPv4	 in	enterprise	or	enterprise
uses:



Figure	4:	IPv4	Limitations

The	Benchmark	of	IPv4	against	IPv6:

This	part	has	shown	the	benchmark	of	IPv4	against	IPv6	in	small	table	they	are	as	follows:

	

	

Features								

	

Benchmark	of	IPv4

	

Benchmark	of	IPv6

	

1.Addresses

	

	

	

2.Address	setting

	

	

	

	

3.ICMP

	

IPv4	address	is	only	32	bit	long.

	

	

	

Stateful-address	 settings	 are	 just	 like	 the

current	DHCP	performance	in	IPv4.

	

	

	

	

IPv6	 address	 is	 128	 bits	 long	 which	 has

much	bigger	memory	size	than	IPv4.

	

IPv6	 provides	 both	 a	 stateful	 and	 stateless

address	 settings	 functionality.	 It	 also

supports	 Stateless	 Address	 Auto

Configuration	(SLAAC).

	

	



	

	

	

	

	

	

	

	

	

	

	

	

	

	

	

4.Packet	Structure

	

	

	

	

	

	

	

	

	

5.Speed

Benchmark

Besides	 the	 primary	 ICMP	 information

found	 in	 IPv4.	 ARP	 performance	 in	 IPv4

has	 successfully	 been	 changed	 with	 The

Internet	 Control	 Message	 Protocol	 (ICMP

Kinds	 135	 &	 136)	 and	 Wireless	 router

Finding	 (ICMP	 Kinds	 133	 &	 134)

messages.

To	sustain	in	reverse	interface	with	IPv4,	the

expansion	 headers	 comprehend	 many

conventional	 IP	 method	 figures	 (such	 as	 6

for	TCP).

	

These	 conventional	 IPv4	 method	 headers

must	occur	as	 the	 last	 expansion	headers	 in

the	connected	record	since	they	do	not	have

a	Next	Header	area	in	those.

	

	

	

	

	

	

In	 1GB/s	 Ethernet	 connection	 IPv4	 can

reach	100MB/s	because	of	its	small	memory

size,	 the	 protocol	 processing	 speed	 is	 very

fast	than	IPv6.

ICMP	 is	 an	 essential	 element	 of	 IPv6.	 It

features	 several	 new	 ICMP	 information.

IPv6	features	several	new	ICMP	messages.

	

	

	

	

	

	

	

	

	

	

The	basic	IPv6	headline	has	been	structured

to	 only	 contain	 the	 following	 fields:

Edition,	 Traffic,	 Class,	 Circulation	 Brand,

Payload	 Length,	 Next	 Header,	 Hop

Restrict,	 Source	 address	 and	 Location

address.	Routers	can	process	this	structured

headers	more	effectively.

	

	

	

	

In	1GB/s	Ethernet	connection	IPv6	can	rich

84MB/s	 because	 of	 its	 huge	memory	 size,

the	 protocol	 processing	 speed	 is	 much

slower	than	IPv4.



	

	

So	 this	 analysis	 concentrates	 on	 offering	 enterprises	 and	 organizations	 with	 a	 design
structure	 to	 assist	 them	 in	 shifting	 to	 IPv6	 through	 a	 transition	mechanism	with	 current
transition	 mechanisms	 and	 explains	 ways	 of	 developing	 IPv6	 into	 their	 current
infrastructures.

	

The	 analysis	 also	 concentrates	 on	 the	 implementation	 of	 enterprise	 IPv6	 technology.	 It
also	reveals	the	detail	research	outcomes	of	the	IPv6	technology	for	enterprise	networking.

	



3.0	Detail	Discussion	of	the	Artefact

The	detail	analyses	of	the	artefact	are	as	follows:

	

IPv6	follows	some	definite	network	design	structure.	Enterprise	campus	network
design	 is	one	of	 them	which	have	 two	basic	 layers,	 i.	Distribution	 layer	and	 ii.
Access	 layer.	 With	 the	 help	 of	 these	 two	 layers	 the	 network	 design	 works.
Enterprise	network	services	design	is	relatively	new	design	which	also	provides
some	more	new	features	than	the	previous	design.

	

Enterprise	core	network	is	probably	the	easiest	as	well	as	the	hardest	design	at	the
same	 time.	 The	 core	 layer	 helps	 in	 layer	 3	 routing	 for	 the	 traffic’s	 in	 and	 out.
Instead,	Enterprise	data	center	network	is	almost	similar	to	the	campus	network
with	some	minor	differences.	It	depends	on	two	layers	i.	Aggregate	layer	and	ii.
Access	 layer.	 Enterprise	 edge	 network	 design	 is	 rather	more	 dependent	 on	 the
internet,	VPN	and	WAN	based	networks.	Typical	branch	network	design	is	on	the
other	hand	more	of	a	functions	of	branches.

	

A	 common	 IPv6	 co-existences	mechanism	discusses	 all	 the	mechanisms	 in	 the
network	designs	above.	It	all	discusses	about	how	the	user	can	change	or	convert
the	 protocol	 to	 a	 different	 one.	 For	 example,	 Dual-Stack	 is	 one	 of	 the
recommended	protocol	converters.	The	 tunneling	 is	used	as	a	 tunneler	between
IPv6	and	IPv4	in	WAN.	

	

The	 tunneling	 network	 is	 used	 some	 function	 for	 backup	 the	Novell	 IPX/SPX,
AppleTalk,	SNA,	and	others.

	

Protocol	 transition	mechanism	 includes	 some	 illustrations	 like	NAT-PT,	NAT64
etc.

	

Different	types	of	network	services	are	also	discussed	briefly.



	

Deployment	 of	 IPv6	 network	 includes	 different	 types	 of	 deployment	 ideas.	Of
these	 ideas,	 Campus	 Networks	 was	 chosen	 for	 practical	 research	 use	 by	 the
imaginary	 ‘ABC	Enterprise’.	And	Dual	Stack	Model	 (DSM)	was	chosen	as	 the
model	for	the	deployment	of	the	network	design.

	

Finally	some	considerations	were	discussed	which	the	Enterprise	should	be	aware
of.



Design
3.1	Enterprise	IPv6	Network	Design

As	Enterprise	IPv6	is	the	modern	version	of	the	IPv4	so	lots	of	new	network	models	are
added	in	this	upgraded	version.	The	Enterprise	IPv6	follows	some	network	model	design
infrastructures	which	are	discussed	below:



3.1.1	Enterprise	Campus	Network	Design

The	 architecture	 of	 this	 design	 has	 basic	 block	 that	 connected	 it	 through	 core	 of	 the
network:

Distribution	Layer
Access	Layer

	

Distribution	Layer:	Distribution	layer	interconnects	the	access	layer	part	switch
to	 the	 core	 of	 the	 networking	 process	 (McFarland,	 2011).	 A	 large	 enterprise
university	 or	 campus	 network	 can	 have	 contained	 one	 or	 more	 distribution
switch,	based	on	the	number	of	downstream	access	layer	part	switch	linked	with
it.	The	ideal	methods	recommend	not	going	beyond	20	access	layer	switch	linked
with	a	single	distribution	part.	This	is	mostly	limited	by	the	control	planning	and
handling	of	the	distribution	layer	part,	whether	it	is	a	Layer	2	or	directed	routed
access	design	(Bouras,	Karaliotas	and	Ganos,	2003).

There	are	three	types	of	Distribution	Layer:

							Layer	2	access	design

							Routed	access	design

							Virtual	switch	design

	

Access	 Layer:	Access	 layer	 is	 the	 primary	 feature	 of	 contact	 or	 edge	 of	 the
enterprise	 network.	 This	 part	 is	 the	 feature	 where,	 devices	 affix	 to	 access	 the
networking	 process.	 The	 access	 part	 also	 provides	 as	 the	 first	 place	 where
network	services	can	be	started.	PC,	web	servers,	IP	cell	phones,	wireless	access
points,	IP	cameras,	and	other	PoE/PoE+	devices	are	illustrations	of	a	wide	variety
of	devices	that	can	get	connected	to	the	access	layer	network	(Kim,	2011).



Figure	5:	Enterprise	Campus	Network	Design	of	Enterprise	IPv6



3.1.2	Enterprise	Network	Services	Design

The	 network	 service	 component	 is	 a	 relatively	 new	 feature	 to	 the	 campus	 design.	 As
enterprise	campus	network	organizers	begin	to	consider	migration	to	dual-stack	IPv4/IPv6
environments,	and	keep	incorporate	more	innovative	Unified	Communications	services,	a
number	 of	 difficulties	 lie	 forward	 (Sholomon	 and	Kunath,	 2011).	 It	will	 be	 essential	 to
incorporate	 these	 solutions	 into	 the	 campus	 network	 smoothly,	 while	 offering	 the
appropriate	 level	 of	 functional	 change	 in	management	 and	mistake	 solitude.	 Enterprise
Network	Services	Design	provide	following	facilities	to	its	users:

Central	 Wireless	 Controllers:	 These	 features	 remotely	 operate	 and	 organize
access	points	across	the	entire	campus.

	

Centralized	 IPv6	 Intra-Site	 Automatic	 Tunnel	 Addressing	 Protocol	 (ISATAP)
tunnel	 cancellations	 from	 the	 enterprise	 university	 to	 the	 network	 solutions
module:	 This	 makes	 a	 firmly	 managed	 overlay	 tunnel	 network	 on	 top	 of	 the
existing	 networking	 process.	 Like	 all	 tunneling	 technology	 running	 multiple
ISATAP	 channels	 to	 different	 sections	 in	 the	 network	 increases	 network
administration	flexibility	along	with	making	it	extremely	difficult	to	manage	and
repair	(Kim,	2011).

	

Unified	 Communications	 services	 (Cisco	 Unified	 Communications	 Manager,
gateways):	 Unified	 Communications	 services	 enable	 the	 enterprise	 set	 up	 call
managers	and	other	voice	entrance	devices	and	applications	in	the	service	block
for	centralized	gateway.

	

Plan	gateways:	Plan	gateways	provide	user	verification	and	authorization	along
with	 Network	 Access	 Control	 (NAC)	 functions.	 Plan	 gateways	 include
authentication,	 permission,	 and	 data	 counting	 web	 servers,	 accessibility
management	servers	and	it	also	manage	NAC	profilers.



Figure	6:	Enterprise	Network	Services	Design	of	Enterprise	IPv6



3.1.3	Enterprise	Core	Network	Design

Core	layer	is	the	easiest	yet	but	the	most	crucial	part.	This	part	is	the	central	source	of	the
network.	The	core	layer	needs	to	be	extremely	efficient	and	switch	high	traffic	as	fast	as
possible.	 It	 provides	 a	 restricted	 set	 of	 services	 and	 it’s	 extremely	 available	 using
repetitive	 devices	 and	 options	 to	make	 sure	 that	 software	 improvements	 or	 components
switch	can	be	made	without	interfering	with	the	applications.	Core	layer	provides	a	Layer
3	routing	component	for	all	traffics	in	and	out	of	the	enterprise	network.	Routing	is	crucial
for	 the	data	 centre	 core	 and	would	need	 to	 be	designed	using	built-in	 effective	 security
procedure	to	avoid	wrong	next	door	neighbour	peering	injection	of	wrong	channels,	and
routing	loops	(McFarland,	2011).

Figure	7:	Enterprise	Core	Network	Design	of	Enterprise	IPv6



3.1.4	Enterprise	Data	Center	Network	Design

The	Data	center	design	like	an	enterprise	campus	network	design	with	a	few	exclusions,
such	as	a	 few	functions	and	product	and	efficiency	variations.	Other	 than	 those,	 routing
and	switching	process	are	almost	same.	It	has	following	layers:

	

Aggregation	layer:	This	layer	is	the	cancellations	point	for	the	access	layer	and
joins	 the	 data	 center	 network	 to	 the	 enterprise	 core	 network.	 In	many	 designs,
enterprises	 consider	 core	 to	 be	 also	 part	 of	 the	 data	 center,	 but	 the	 design
principles	still	stay	the	same	for	the	core	layer	part.	In	the	data	center	design,	the
aggregation	layer	as	a	service	layer	that	provides	Layer	4	to	Layer	7	service	such
as	security	(firewall),	Server	Load	Balancing	(SLB),	and	channeling	solutions.

	

Access	 layer:	 This	 layer	 can	 be	 a	 physical	 access	 layer	 part	 using	Driver	 and
Nexus	switches,	or	it	can	be	virtually	control	layer	by	using	the	hypervisor-based
software	 switch	 such	 as	 the	 ‘cisco’	 Nexus	 1000v.	 Access	 layer	 can	 join	 any
virtual	devices	and	bare-metal	web	servers	 to	 the	network.	 It	generally	 joins	 to
the	servers	using	10/100/1000	connections	with	uplinks	to	the	distribution	at	10
Gbps	rates	of	speed	(McFarland,	2011).	

	



Figure	8:	Enterprise	Data	Center	Network	Design	of	Enterprise	IPv6



3.1.5	Enterprise	Edge	Network	Design

Enterprise	edge	module	component	includes	the	Internet,	Virtual	Private	Network	(VPN),
and	 WAN	 (Wide	 Area	 Network)	 segments	 that	 link	 an	 enterprise	 to	 a	 service	 agency
network.	 Enterprise	 edge	 module	 provides	 all	 the	 network	 elements	 for	 efficient	 and
secure	 connections	 between	 the	 enterprise	 campus,	 data	 center,	 and	 distant	 places,
associates,	mobile	users,	and	the	Internet	(Amoss	and	Minoli,	2008).	The	edge	network	for
an	enterprise	has	three	following	key	network	areas:

	

The	enterprise	head	office,	which	is	commonly	known	as	the	WAN	aggregation
network	center
The	division	side	to	get	connected	to	the	WAN	aggregation	network.
The	 area	 that	 experiencing	 the	 Internet,	 which	 provides	 both	 distant	 VPN	 and
regular	Internet	access.

The	 enterprise	 edge	 component	 aggregates	 the	 connection	 from	 various	 distant	 sites,
filtration	 of	 traffics,	 and	 route	 the	 traffic	 into	 the	 enterprise.	 The	 flip	 design	 of	 edge
network	 enables	 versatility	 and	 personalization	 to	 meet	 the	 needs	 of	 different-size
customers	and	their	specific	enterprise	models.

Figure	9:	Enterprise	Edge	Network	Design	of	Enterprise	IPv6



3.1.6	Typical	Branch	Network	Design

Based	on	the	size	of	the	branch,	each	branch	office	would	require	an	external	connectivity
up	 to	1.5	Megabyte	per	 second	 for	 little	division	workplaces	 (up	 to	100	users)	or	high-
speed	 (up	 to	 45	 Mbps)	 for	 larger	 branches.	 In	 some	 designs,	 enterprise	 can	 use
conventional	private	WAN	network	such	as	MPLS	or	Frame	Relay,	or	they	can	leverage
the	 Internet.	 They	 can	 make	 use	 of	 the	 Internet	 to	 link	 distant	 sites	 using	 VPN	 (Kim,
2011).	Typical	Branch	Network	Design	has	layer	2	access	switch	which	has	following	key
features:

							Power	over	Ethernet	(PoE).

							Spanning	Tree.

							Class	of	service	(CoS)	on	access	ports	and	QoS	policing	and	shaping	on	edge
routers.

The	branch	router	hosts	the	following	facilities:

	

Security	 services:	 Security	 solutions	 such	 as	 firewalls	 and	 IPsec	 are	 either
incorporated	or	applied	in	an	individual	device	based	on	the	amount	of	traffic	that
execute	at	the	branch.
Integrated	 modules	 inside	 the	 edge	 router	 can	 offer	 solutions,	 or	 a	 standalone
individual	 device	 such	 as	 a	 ‘CISO’	 ASA	 Firewall	 application	 can	 be	 used
(Bouras,	Karaliotas	and	Ganos,	2003).

	

Unified	 Communications	 services:	 These	 solutions	 include	 local	 call	 control,
FXO/FXS	slots	for	direct	public	switched	telephone	network	(PSTN)	connection
(emergency	911),	and	back-up	connectivity.

	

Program	 intellect	 services:	One	 of	 the	 key	 design	 goals	 for	 the	 branch	 service
network	 is	 to	 offer	 branch	 network	 user	 with	 the	 same	 network	 abilities	 and
support	levels	as	enterprise	user.

	

This	can	be	difficult	because	of	the	restricted	data	transfer	bandwidth	and	natural
delay	in	WAN	hyperlinks.



	

Typical	 small	 branch	 which	 has	 restricted	 WAN	 data	 transfer	 bandwidth	 can
benefit	 significantly	 from	 application	 intellect	 service,	 such	 as	 WAN
optimization/application	speeding	using	the	‘CISO’	WAAS	(McFarland,	2011).	

Figure	10:	Typical	Branch	Network	Design	of	Enterprise	IPv6



Implementation
3.2	Enterprise	IPv6	Coexistence

Mechanisms

In	 the	 above	 part	 of	 this	 book,	 the	 author	 has	 shown	 Enterprise	 IPv6	 various	 network
design	structures.	Now	the	author	will	present	the	implementation	of	enterprise	IPv6	in	an
imaginary	enterprise	network	environment.	 In	 this	part	he	will	also	discuss	on	Common
IPv6	 Coexistence	Mechanisms.	 Common	 IPv6	 Coexistence	Mechanisms	 is	 a	 cluster	 of
Native	IPv6,	Transition	mechanisms,	Dual-Stack,	IPv6	over	IPv4	tunnels,	and	IPv6	over
MPLS	and	Transition	mechanisms.	There	are	various	types	of	Common	IPv6	Coexistence
Mechanisms	there	discussions	are	as	follows:	

	



3.2.1	Native	IPv6

The	Native	 IPv6	 is	 also	known	as	 “IPv6-only.”	 It	 is	 essentially	 implies	 that	 IPv6	 is	 the
only	 operating	 IP	 protocol	 in	 the	 network.	 In	 simple	 conditions,	 the	 IPv6	 environments
can	be	thought	of	in	the	same	way	as	native	IPv4	environments	of	nowadays,	only	using	a
high	 level	 of	 IP.	 There	 will	 be	 a	 time	 when	 the	 functional	 and	 investment	 cost	 for
operating	a	dual-stack	network	will	become	unjustifiable	(Kim,	2011).	At	some	case	and
that	 case	 will	 vary	 from	 network	 to	 network,	 it	 will	 appear	 sensible	 to	 turn	 off	 IPv4
completely	or	at	least	in	most	of	the	network.

There	are	already	some	clients	who	set	up	native	IPv6	network	in	new	websites	where	the
network	 and	 applications	 technologies	 are	 also	 assisting	 IPv6	 with	 few	 to	 no	 holes	 in
functional	advancement	(Amoss	and	Minoli,	2008).

	

The	size	of	this	network	is	small,	but	they	will	rise	eventually.	IPv6	allows	enterprises	or
companies	to	set	up	applications	address	particular	enterprise	needs.	However,	the	biggest
task	 experiencing	 the	 implementation	 of	 native	 IPv6	 in	 the	 near	 phrase	 is	 that	 not
everyone	is	participating	in	it.	Additional	difficulties	consist	of	the	deficiency	of	end-to-
end	 and	 effective	 IPv6	 assistance	 in	 the	 network,	 security,	 control,	 management,	 and
applications.	 Many	 of	 the	 large	 companies	 or	 enterprises	 have	 designed	 exclusive
applications,	 including	 to	 the	 functional	 difficulties	 for	 the	 conversion	 to	 IPv6	 (Kim,
2011).	 This	 scenario	 is	 appropriate	 for	 the	 enterprises.	 Native	 IPv6	 deployments	 will
nicely	flourish	as	supporting	problems	or	gaps	are	filled	by	the	providers	and	enterprises.

Figure	11:	Native	IPv6	topology



3.2.2	Transition	Mechanisms

Transition	 mechanisms	 help	 in	 the	 conversion	 from	 one	 protocol	 to	 another.	 In	 the
viewpoint	of	IPv6,	transition	generally	indicates	shifting	from	IPv4	to	IPv6.In	future	IPv6
networks	will	 absolutely	 substitute	 today’s	 IPv4	 technology	 (Amoss	 and	Minoli,	 2008).
For	the	near	phrase,	a	variety	of	transition	mechanisms	are	needed	to	allow	both	methods
to	function	at	the	same	time.

	



Dual-stack

Dual-stack	 is	 the	 fundamental	 and	 recommended	 IPv4-to-IPv6	 transition	 mechanism.
Dual-stack	 provides	 the	 most	 organic	 way	 for	 IPv6	 servers	 and	 networks	 to	 be
implemented	because	no	tunneling	or	interpretation	needs	to	be	conducted	for	end-to-end
connection.	 In	 a	 dual-stack	 implementation,	 both	 IPv4	 and	 IPv6	 are	 functional	 on	 all
elements	 (hosts,	web	 servers,	 routers,	 switches,	 fire	walls,	 and	 so	 on)	 connected	 to	 the
network.	The	dual-stack	procedure	has	been	used	in	previous	times.

	

Previous	examples	of	this	mechanism	includes	IPv4	with	IPX	and/or	AppleTalk	coexisting
on	the	same	node	(Amoss	and	Minoli,	2008).	As	with	other	uses	of	dual-stack,	the	IPv4
and	 IPv6	 protocols	 are	 not	 suitable	 with	 each	 other.	 The	 dual-stack	 design	 allows	 the
simplest	 shifting	 from	 IPv4	 to	 IPv6	 environments	with	 little	 support	 interruptions.	 This
design	 performs	 by	 allowing	 IPv6	 in	 the	 current	 IPv4	 environments	 along	 with	 the
associated	functions	needed	to	create	IPv6	routable,	extremely	available,	and	protected.

The	main	benefits	of	the	dual-stack	mechanism	are	that	it	does	not	need	tunneling	within
the	network	 topology.	The	dual-stack	operates	 the	 two	protocols	as	“ships-in-the-night,”
significance	 that	 IPv4	 and	 IPv6	 run	 together	with	 one	 another	 and	 have	 no	 reliance	 on
each	other	to	operate,	except	that	they	share	and	cover	network	properties.	Both	IPv4	and
IPv6	 have	 separate	 routing,	High	Availability	 (HA),	Quality	 of	 Service	 (QoS),	 security,
and	multicast	guidelines.

	

Dual-stack	 also	 provides	 sending	 efficiency	 benefits	 because	 packets	 are	 natively
submitted	without	demanding	extra	encapsulation	and	search	expense.	The	nodes	in	dual-
stack	assistance	both	method	 loads	 (IPv4	and	 IPv6),	 allowing	 them	 to	be	designed	with
both	IPv4	and	IPv6	addresses	(Blanchet,	2000).	The	dual-stack	nodes	use	IPv4	and	IPv6
networks	such	as	Dynamic	Host	Configuration	Protocol	 (DHCP)	 to	obtain	 their	 specific
options	like	addresses.

	



Figure	12:	Dual-stack	topology	of	IPv6



IPv6-over-IPv4	Tunnels

IPv4	 is	 the	 prominent	 IP	 protocol	 implemented	 in	 enterprise	 network	 areas.	 As	 the
adopting	and	 implementation	of	 IPv6	developed,	 IPv6	servers	or	whole	segments	of	 the
network	might	need	to	connect	over	IPv6	end	to	end,	but	IPv4-only	areas	the	network	in
this	 way.	 This	 is	 typical	 in	WAN/branch	 deployments,	 where	 the	 branch	 and	 head-end
websites	are	IPv6-enabled,	but	the	WAN	in	between	facilitates	only	IPv4	technology.

	

IPv6-over-IPv4	 tunnels	 encapsulate	 IPv6	 datagram	within	 of	 IPv4,	 allowing	 end-to-end
connection.	 Typically	 point-to-point	 or	 point-to-multipoint	 tunnels	 have	 been	 used	 to
“carry”	 or	 tunnel	 one	 protocol,	 in	 this	 situation	 IPv6,	 over	 another	 protocol	 (IPv4)
(Blanchet,	2000).

	

This	 tunnel	 network	 has	 been	 used	 for	 many	 decades	 to	 back	 up	 Novell	 IPX/SPX,
AppleTalk,	 SNA,	 and	 others.	 There	 are	 3	 types	 of	 IPv6-over-IPv4	 Tunnels	 they	 are
discussed	below:

	

Router-to-router:	 In	 router-to-router	 tunneling,	 routers	 linked	 over	 IPv4
network	 facilities	 can	 tunnel	 IPv6	 packets	 by	 encapsulating	 these	 IPv6	 packets
inside	the	IPv4	header.

	

Host-to-router:	In	host-to-router	tunneling,	the	IPv4/IPv6	servers	can	tunnel	the
IPv6	packets	to	an	IPv4/IPv6	boundary	router.

This	 tunneling	 ends	 at	 the	boundary	 router	 and	 from	 there	 on	 is	 sent	 natively	over
IPv6	to	the	end	variety.

	

Host-to-host:	 In	host-to-host	 tunneling,	 the	 tunnel	prevails	between	 the	 two	or
more	hosts.	The	IPv6/IPv4	servers	use	the	tunnel	to	connect	between	themselves
by	tunneling	IPv6	packets	within	the	IPv4	header	(Blanchet,	2000).

	

	



	

Figure	13:	IPv6-over-IPv4	Tunneling	topology

	

	

A	table	of	IPv6-over-IPv4	Tunnels	method	is	as	follows:



Figure	14:	A	table	of	IPv6-over-IPv4	Tunnels	methods



IPv6	over	MPLS

While	the	providers/large	enterprise	gradually	move	their	facilities	to	back	up	IPv6,	they
can	use	 their	current	 IPv4	MPLS	facilities	 to	 tunnel	 IPv6.	 In	 this	situation,	 the	Provider
Edge	(PE)	routers	have	the	IPv6	routing	ability,	but	the	Provider	(P)	routers	have	no	IPv6
routing	 services	 (connectivity	 between	 the	 separated	 IPv6	 domains)	 without	 improving
their	central	source	networks.

	

The	following	table	shows	the	various	types	of	IPv6	over	MPLS	methods:

	

Figure	15:	A	table	of	IPv6	over	MPLS	methods



	

Figure	16:	IPv6	over	MPLS	topology

	



3.2.3	Protocol	Transition/Proxy	Mechanisms

There	are	some	use	situations	that	might	need	the	capability	to	translate	or	proxy	between
IPv4	 and	 IPv6.	 For	 example,	 interpretation	 in	 the	 data	 center	 is	 necessary	 to	 allow
connection	between	IPv6-enabled	servers	 in	 the	campus	or	branch	and	legacy	IPv4-only
servers	in	the	data	center	accessibility	part.

An	advanced	devices	or	node	(for	example,	router,	firewall	application,	or	load	balancer))
can	translate	from	IPv4	to	IPv6	and	the	other	way	around.	Or	the	OS	is	capable	of	doing
transition	 at	 each	 endpoint	 (Leavitt,	 2011).	 Some	 illustrations	 of	 network	 that	 execute
transition	of	IPv4/IPv6	includes:

	

■	Network	Address	Transition:	Protocol	Transition	(NAT-PT)

■	NAT64

■	TCP-UDP	Relay

■	Bump	in	the	stack	(BIS)

■	SOCKS-based	IPv6/IPv4	gateway

	

NAT-PT	and	NAT64	have	been	mentioned	in	this	book	because	they	are	the	most	widely
used	mechanisms.	Other	mechanisms	are	not	very	popular,	so	they	aren’t	discussed	in	this
book

	



NAT-PT

NAT-PT	works	transition	of	the	network	layer	addresses	(Layer	3)	between	IPv4	and	IPv6.
In	this	procedure,	end	nodes	in	the	IPv6	network	are	trying	to	connect	with	the	nodes	in
the	IPv4	network.

	

This	technique	is	mainly	used	for	connection	between	the	servers	that	are	IPv6-only	to	the
ones	 that	are	 IPv4-only.	NAT-PT	uses	a	 share	of	 IPv4	addresses	and	designates	 them	 to
IPv6	end	nodes/hosts	at	the	IPv4-IPv6	limitations.	This	procedure	is	just	like	today’s	NAT
mechanisms	in	IPv4	network	(Leavitt,	2011).

NAT-PT	 is	 in	 accordance	 with	 the	 Stateless	 IP/ICMP	 Transition	 (SIIT)	 algorithm,	 as
described	 in	 RFC	 2765.	 This	 algorithm	 converts	 between	 the	 IPv4	 and	 IPv6	 packet
headers	without	requiring	any	per	connection	condition.

	

Figure	17:	an	example	topology	design	for	NAT-PT

NAT64:

As	 the	name	 indicates,	 the	NAT64	 transition	mechanism	 represents	 the	 interpretation	of
the	IPv6	packet	to	an	IPv4	packet.	In	the	situation	of	NAT64,	the	initiator	of	the	packet	is
always	 on	 the	 IPv6	 part.	 Although	NAT64	 stocks	 some	 of	 the	 same	 problems	 as	 other
NAT	mechanisms.



It	is	the	best	choice	because	it	is	designed	upon	the	years	of	encounter	with	IPv4	NAT	and
triumphs	over	some	of	the	process	of	the	other	mechanisms	like	NAT-PT.	NAT64	provides
extra	functions	like	NAT	mapping,	filtration,	and	TCP	multiple	start,	which	are	needed	for
the	peer-to-peer	environment.	NAT64	also	provides	functions	such	as	hairpinning,	which
allow	the	IPv6	servers	behind	the	NAT64	mechanisms	to	connect	with	each	other.

	

Figure	18:	A	network	topology	design	for	NAT64	transition	mechanism

	



3.3	Enterprise	IPv6	Network	Services

Another	 implementation	 of	 enterprise	 IPv6	 to	 utilize	 the	 network	 services.	 Enterprise
networks	 nowadays	 require	 various	 network	 services	 in	 addition	 to	 data	 transmitting	 to
bring	workers,	clients,	and	stakeholders	together.

It	 can	 increase	 workers	 efficiency	 while	 reducing	 overall	 costs	 of	 enterprise.	 This	 can
achieve	 by	 allowing	 Multicast,	 Quality	 of	 Service	 (QoS)	 and	 IPv6	 routing	 network
services.	The	discussion	of	the	network	services	are	as	follows:



	
3.3.1	Multicast

Multicast	 transmissions	 is	 a	process,	 in	 this	process	 source	 sends	one	duplicate	 copy	of
each	packet	 to	 a	 special	 address	 that	 can	be	 used	by	 several	 receivers	 interested	 in	 that
transmitting.	Those	sources	and	receivers	are	members	of	a	specific	multicast	group	and
can	be	 located	anywhere	on	 the	network.	Multicast-enabled	network	devices	duplicate	a
copy	of	the	packet	to	several	receivers	instead	of	each	recipient	having	a	devoted	unicast
communication	to	the	source.

	

Using	multicast	 to	 transmit	graphical	or	video	 traffic	decreases	 the	overall	network	 load
and	decreases	the	impact	on	the	source	of	it	clip	from	needless	duplication	of	a	common
data	 flow	 (Leavitt,	 2011).	 Examples	 of	 applications	 that	 take	 advantage	 of	 multicast
include	 video	 conferencing,	 enterprise	 emails,	 internet	 learning,	 and	 submission	 of
software,	stock	quotations,	and	news.

Fascinated	receivers	can	be	members	of	more	than	one	group	and	must	clearly	be	a	part	of
a	 group	 before	 getting	 content.	 Because	 multicast	 traffic	 depends	 on	 User	 Datagram
Protocol	 (UDP),	 which,	 compared	 with	 TCP,	 which	 has	 no	 built-in	 stability	 procedure
such	as:

Circulation	control	or	error	 recovery	mechanisms,	sources	such	as	QoS	can	enhance	 the
stability	of	a	multicast	transmitting.

	

Some	 advance	 receivers	 can	 connect	 with	 the	 media	 server	 using	 unicast	 or	 multicast
communications.	The	use	of	multicast	have	some	benefits	when	a	video	stream	 is	 to	be
stored	 by	 several	 media	 servers	 because	 only	 a	 stream	 is	 required	 from	 the	 IP	 based
cameras	or	those	types	of	encoders.

	



	

Figure	19:	A	diagram	of	Multicast	based	video	surveillance	transmission	mechanism

	



3.3.2	Quality	of	Service	(QoS)

Enterprise	 network	 of	 nowadays	 are	 developed	 to	 be	 complicated	 international
communication	structures.

These	 networks	 are	 the	 platform	 to	 allow	 lots	 of	 applications,	 programs,	 services	 and
solutions.

	

QoS	protocols	have	the	process	of	offering	different	program	sources	with	main	concerns
and	analytics	 such	as	Bandwidth,	Delay,	 Interpacket	wait	difference	 (jitter),	Packet	 loss.
The	 following	 segment	 differentiates	 IPv6	 and	 IPv4	 QoS	Mechanisms,	 IPv4	 and	 IPv6
headers,	 IPv4	 and	 IPv6	 coexistence	 (Amoss	 and	Minoli,	 2008).	 This	 provides	 a	 better
knowing	of	QoS	execution	for	both	protocols	which	is	useful	when	preparing	migration.
The	following	table	shows	the	difference	between	IPv6	and	IPv4	QoS,	Mechanisms:

	

	

Figure	20:	Difference	between	IPv6	and	IPv4	QoS,	Mechanisms

	

The	following	table	shows	the	difference	between	IPv4	and	IPv6	headers:

	



	

Figure	21:	Difference	between	IPv4	and	IPv6	headers

	



Difference	between	IPv4	and	IPv6	Coexistence

There	are	two	techniques	possible	with	the	coexistence	of	IPv4	and	IPv6:

	

1.	 IPv6	 traffics	 are	 handled	 in	 a	 different	 way	 than	 IPv4	 by	 using	 two	 different	 QoS
guidelines.

2.	 IPv6	 traffics	 is	 handled	 the	 same	 as	 IPv4	 by	 using	 only	 one	 QoS	 strategy	 that
categorizes	and	matches	on	both	protocols.

	

The	 Per	 Hop	 Behaviors	 (PHB)	 for	 the	 two	 protocols	 might	 be	 different	 under	 the
following	way:

	

1.	IPv4	traffics	are	generating	profit	and	it	most	likely	is	more	essential	for	the	enterprise
than	the	IPv6	traffics,	at	 least	 in	the	opening.	In	that	situation,	enterprise	might	select	 to
prioritize	 the	 IPv6	 traffics	 reduced	 than	 IPv4	 and	 offer	 less	 sources	 for	 it	 (Amoss	 and
Minoli,	2008).

	

2.	 IPv4	 and	 IPv6	 traffics	might	 have	 to	 notice	 different	PHBs	based	on	 traffics	 designs
used	by	various	applications.

In	 these	situations,	different	 sessions	and	guidelines	should	be	described	 for	each	 traffic
kind.	In	transition	mechanisms	IPv6	traffics	can	make	use	of	the	implemented	QoS	of	the
deployed	IPv4	facilities.	In	some	conditions,	the	IPv6	traffics	might	also	reduce	its	marks
after	traversing	the	IPv4	protocol.

	



3.3.3	IPv6	Routing

Several	 IPv4	 Routing	 Protocol	 (RP)	 are	 available	 for	 discovering	 channels	 between
network,	and	almost	every	one	of	them	has	an	IPv6	bookmarks	or	extension	the	following
routing	protocols	are	using	for	IPv6	routing:

																							Open	Shortest	Path	First	version	3	(OSPFv3)
																							Routing	Information	Protocol	next-generation				(RIPng)
																							Intermediate	Network–to–Intermediate	Network	(ISIS)
																							Enhanced	Architecture
																							Gateway	Routing	Protocol	(EIGRP)
																							EIGRPv6
																							Border	Gateway	Protocol	(BGP)

	

As	 the	 in-depth	 discussion	 of	 the	 routing	 protocols	 are	 very	 large	 so	 the	 author	 has
discussed	 about	 the	 OSPFv3,	 IS-IS,	 EIGRPv6,	 and	 Border	 Gateway	 Protocol	 (BGP)
routing	protocols.	These	routing	protocols	are	widely	used	in	the	enterprise	IPv6	network
development.	The	discussions	are	as	follows:

	



OSPFv3

The	Open	Shortest	Path	First	(OSPF)	is	a	type	of	link	state	protocol.	OSPFv2	is	an	internal
entrance	 method	 (IGP)	 used	 to	 spread	 routing	 information	 between	 routers	 of	 a	 single
autonomous	network	for	IPv4	network.

	

The	updates	for	IPv6	were	made	in	OSPF	version	3	(OSPFv3).	Routers	operating	OSPF
promotes	 link	state,	 link	prefix/mask,	 link	weight	and	other	 local	connectivity	 factors	 in
Link	State	Advertisements	(LSA).

	

These	LSAs	are	filled	effectively	to	other	routers	in	the	network	to	make	sure	that	every
OSPF	 router	 has	 a	 finish	 and	 reliable	 perspective	 of	 the	 topology	 (Amoss	 and	Minoli,
2008).

	

Figure	22:	The	communication	process	of	Open	Shortest	Path	First	(OSPF)	IPv6
routing	protocol

	

	

	

	

	



IS-IS

The	Intermediate	Network–to–Intermediate	Network	(IS-IS)	protocol	is	described	in	ISO
Standard	10589.	This	link-state,	OSI	routing	was	not	initially	designed	for	IP	but	rather	to
offer	 the	 routing	 performance	 between	 the	 routers	 of	 Connectionless	 Network	 Protocol
(CLNP)	based	networks.	With	the	inclusion	of	IPv4	assistance	(RFC	1195),	 the	protocol
sometimes	generally	known	as	Incorporated	IS-IS	(I/IS-IS),	was	commonly	adopted	as	the
IGP	of

option	for	many	ISP	and	huge	enterprise	networks	(Blanchet,	2000).

	

	

Figure	23:	The	communication	process	of	Intermediate	Network	–to–Intermediate
Network	(IS-IS)	IPv6	routing	protocol

	



EIGRPv6

The	 EIGRPv6	 is	 a	 distance	 vector	 routing	 protocol	 depending	 on	 IGRP.	 This	 edition
comes	 from	 Cisco-proprietary	 Enhanced	 Interior	 Gateway	 Protocol	 (EIGRP)	 that	 was
designed	to	link	the	gap	between	the	conventional	distance	vector	protocols	(IGRP,	RIP)
and	the	advance	link	state	protocols	(OSPF,	IS-IS).

	

It	combines	some	of	the	confirmed	abilities	of	the	latter	to	enhance	the	function	and	the
scalability	of	the	past	distance	vector	routing	protocol	(Blanchet,	2000).

The	 purpose	 was	 to	 prevent	 some	 of	 the	 topological	 restrictions	 that	 are	 sometimes
associated	 with	 link-state	 protocols.	 The	 outcome	 is	 an	 easy	 yet	 fast-converging,	 long
lasting,	 and	 scalable	 routing	 protocol	 that	 is	 mostly	 implemented	 in	 many	 enterprise
networks	and	some	ISP	networks	as	well.

	

Figure	24:	EIGRPv6	routing	protocol	autonomous	network	communication	process



BGP

Border	Gateway	Protocol	edition	4	(BGP4)	is	the	external	gateway	protocol	(EGP)	used	to
return	 channels	 between	 autonomous	 technology	 in	 the	 Internet.	 BGP	 was	 developed
depending	on	encounter	obtained	with	EGP,	and	provides	built-in	assistance	for	CIDR	and
route	aggregation.	BGP4	is	specified	in	RFC	1771	and	other	BGP	related	documents:	RFC
1772,	RFC	1773,	and	RFC	1774.

BGP	 can	 be	 implemented	 in	 two	 forms:	 i.	 exterior	 BGP	 (eBGP)	 and	 ii.	 interior	 BGP
(iBGP).	 eBGP	 is	 used	 for	 inter–autonomous	 network	 peering,	 whereas	 iBGP	 provides
BGP	direction	addresses	within	the	same	autonomous	network	(Leavitt,	2011).

	

Although	 some	of	 the	 addresses	 (route,	metric)	 taken	by	 iBGP	might	 be	 repetitive	with
that	 promoted	by	 IGPs	 such	 as	 IS-IS,	OSPF,	 and	 so	 on	no	 IGP	 is	 able	 to	moving	BGP
specific	path	attributes	 such	as	 the	 ‘AS_PATH’.	Hence,	 iBGP	 is	necessary	 to	make	sure
that	BGP	path	attributes	obtained	on	one	advantage	of	the	autonomous	network,	over	the
eBGP	 communications,	 are	 available	 on	 the	 other	 advantage	 of	 the	 same	 autonomous
network	(Leavitt,	2011).

Figure	25:	BGP	routing	protocol
autonomous	network	communication	process



Testing
3.4	Enterprise	IPv6	Network	Deployment	in	Practical	Scenario

In	this	segment,	the	author	has	shown	an	enterprise	IPv6	network	deployment	process	in	a
practical	 scenario.	 For	 that	 reason	 the	 author	 has	 shown	 an	 example	 enterprise,	 which
needs	to	deploy	enterprise	IPv6	base	network	in	their	small	enterprise.	Suppose	the	name
of	this	small	enterprise	is	“ABC	Enterprise”.	The	ABC	Enterprise	wants	to	upgrade	their
network	 system	 for	 various	 types	 of	 enterprise	 related	 purposes.	 So	 the	 enterprise	 has
chosen	Enterprise	IPv6	Network	solution.

There	 are	 several	 types	 of	 enterprise	 IPv6	 network	 deployment	 methods	 are	 presently
available:

Deploying	IPv6	in	Campus	Networks
Deploying	Virtualized	IPv6	Networks
Deploying	IPv6	in	WAN/Branch	Networks
Deploying	IPv6	in	the	Data	Center
Deploying	IPv6	for	Remote	Access	VPN

From	the	above	enterprise	IPv6	network	deployment	methods,	ABC	Enterprise	has	chosen
IPv6	in	Campus	Networks	deployment	methods.	Because	Campus	Networks	deployment
method	is	effective	for	any	Campus	Network	Design	based	enterprise	network.	As	ABC
Enterprise	 follows	 the	 Enterprise	 IPv6	 Campus	 Network	 Design	 structure	 for	 their
network	development,	hence	they	chose	this	deployment	method.

It	is	an	effective	network	deployment	method	for	small	enterprise.	It	is	a	cheaper	method
than	the	other	methods.	 	And	the	network	management,	address	management,	Multicast,
scalability,	 performance	 etc.	 features	 are	 quite	 invincible	 than	 the	 other	 deployment
methods.	This	method	is	developed	based	on	Enterprise	Campus	Network	Design.



	

3.4.1Enterprise	IPv6	Campus	Network	Deployment	Models

There	are	several	Enterprise	IPv6	Campus	Network	Deployment	Models	are	available	in
Campus	Network	deployment.	Their	names	and	features	are	as	follows:

	

Dual-stack	Model	(DSM):	In	this	model,	both	IPv4	and	IPv6	are	implemented	at
the	same	time	on	the	same	connections.

	

Hybrid	Model	 (HM):	 The	Host-based	 tunneling	model	 is	 used	 to	 encapsulate
IPv6	in	IPv4	when	required,	and	dual-stack	is	used	everywhere	else.

	

Service	Block	Model	 (SBM):	 SBM	 is	 just	 like	 the	 hybrid	 design,	 only	 tunnel
termination	 happens	 in	 a	 purpose-built	 aspect	 of	 the	 network	 known	 as	 the
service	block.

From	those	above	models,	ABC	Enterprise	has	selected	Dual-stack	Model	(DSM).

Because	of	 it	 IPv4	 and	 IPv6	dual-stack	 transition	mechanisms.	The	discussion	of	Dual-
stack	 mechanism	 has	 already	 been	 done	 in	 the	 “3.2	 Enterprise	 IPv6	 Coexistence
Mechanisms”,	so	the	author	doesn’t	discuss	it	in	this	part	of	the	book.	But	the	author	has
disused	 the	 advantages	 and	 limitations	 of	 Dual-stack	 Model	 (DSM)	 in	 the	 following
segment.



	

3.4.2	Reason	behind	Choosing	Dual-stack	Model	(DSM)

ABC	Enterprise	has	chosen	Dual-stack	Model	(DSM)	for	its	following	advantages:

	



Advantages	of	Dual-stack	Model	(DSM)

Implementing	IPv6	in	the	Campus	Network	design	using	DSM	provides	several	benefits
over	the	hybrid	and	service	block	models..	The	main	benefits	of	DSM	are	that	it	does	not
need	 tunneling	within	 the	campus	network.	DSM	operates	 the	 two	methods	as	“ships	 in
the	 night,”	 significance	 that	 IPv4	 and	 IPv6	 run	 together	with	 one	 another	 and	 have	 no
reliance	on	each	other	to	operate,	except	that	they	share	network	resource.	Both	IPv4	and
IPv6	 have	 independent	 routing,	 security,	 multicast	 guidelines,	 High	 Availability	 (HA),
Quality	of	Service	(QoS),	and	security.

	

DSM	 also	 provides	 handling	 efficiency	 benefits	 because	 packets	 are	 natively	 submitted
without	having	to	consideration	for	extra	encapsulation	and	search	overhead.

The	 following	 tables	 discuss	 the	 difference	 between	Dual-Stack	Model	 (DSM),	Hybrid
Model	(HM),	and	Service	Block	Model	(SBM)

	

	

Figure	26:	Difference	between	Dual-Stack	Model	(DSM),	Hybrid	Model	(HM),	and
Service	Block	Model	(SBM)



	

	



Limitations	of	Dual-stack	Model	(DSM)

There	are	very	few	limitations	of	Dual-stack	Model	(DSM).	ABC	Enterprise	had	kept	it	in
their	mind	at	the	time	of	selected	this	model.	The	limitations	are	as	follows:

DSM	 limitation	 are	 less	 than	 the	 other	models.	 The	main	 disadvantage	 of	DSM	 is	 that
network	devices	improvements	might	be	needed	when	the	current	networking	devices	are
not	IPv6	enable.	Also,	there	is	a	functional	cost	in	working	two	methods	at	the	same	time,
because	 there	 are	 two	 places	 of	 everything,	 such	 as	 address,	 routing	 protocols,	 access
control	lists	(ACL)	etc.



	

3.4.3	Topology	Design	of	ABC	Enterprise

As	ABC	Enterprise	has	chosen	Enterprise	Campus	Network	Design	and	Dual-stack	Model
(DSM)	for	their	network	development,	so	they	follow	the	DSM	based	Enterprise	Campus
Network	topology.

	

Figure	27:	ABC	Enterprise	Dual-
Stack	Model	Enterprise	Campus	Network	topology

Figure	27,	Shows	ABC	Enterprise	high-level	perspective	of	 the	DSM-based	deployment
in	the	Enterprise	Campus	Network.	This	topology	has	5	layers	namely	Distribution	Layer,
Access	 Layer,	 Core	 Layer,	 Aggregation	 Layer	 (DC)	 and	 Access	 Layer	 (DC).	 The
environment	is	using	a	conventional	tree-tier	design,	with	an	access,	distribution,	and	core
layer	 in	 the	campus.	All	appropriate	connections	 that	have	 IPv4	allowed	also	have	 IPv6
enabled,	creating	it	a	real	dual-stack	settings	and	model	as	well.



	

3.4.4	 Software	 and	 Components	 Test	 of	 ABC	 Enterprise	 DSM	 Campus	 Network
Design

The	 author	 has	 shown	 some	 components	 and	 software	 test	 of	 ABC	 Enterprise	 DSM
Campus	 Network	 Design.	 The	 following	 table	 shows	 the	 DSM	 Tested	 Components	 of
ABC	Enterprise	Campus	Network	Design	which	are	used	for	the	development	of	network:

Figure	28:	DSM	Tested	Components	of	ABC	Enterprise	Campus	Network

Dynamic	Host	Configuration	Protocol	(DHCP)	software	interface	can	identify	the	network
configuration	parameters.	And	can	identify	the	Enterprise	IPv6	deployed	network	models
IP	addresses	for	interfaces	and	services.	IPv4	needs	manual	DHCP	address	configuration.
But	 IPv6	 can	 automatically	 do	 the	 DHCP	 address	 configuration	 tasks.	 The	 following
figure	 shows	 ABC	 Enterprise	 DSM	 Campus	 Network	 automatic	 DHCP	 address
configuration	test	result:



Figure	 29:	 DHCP	 software	 interface	 shows	 ABC	 Enterprise	 IPv6	 has	 been
successfully	passed	the	automatic	Address	Configuration	Test

The	author	also	 tests	 the	ABC	Enterprise	DSM	Campus	Network	File	Transfer	Protocol
(FTP)	environment	by	completing	a	 simple	CMD	(Command	Shell)	 test.	The	 following
figure	shows	the	ABC	Enterprise	DSM	Campus	Network	FTP	over	Enterprise	IPv6	CMD
(Command	Shell)	test	result:



Figure	30:	DSM	Campus	Network	FTP	over	Enterprise	IPv6	test

This	 tests	and	 implementation	of	 the	network	demonstrate	 that	ABC	enterprise	has	been
successfully	 implemented	 the	 IPv6	 Campus	 Networks	 deployment	 methods	 as	 their
networking	solution.



3.4.5	Campus	IPv6	Deployment	Considerations

ABC	 Enterprise	 must	 consider	 the	 following	 conditions	 to	 deploy	 their	 DSM	 based
Campus	IPv6	Network	Design.

	

Physical	Connectivity:	For	the	physical	connectivity	it	is	necessary	to	consider	sufficient
bandwidth,	 connection	 of	 IPv6	with	MTU	 and	Operating	 IPv6	 over	 the	WLAN.	Along
with	these,	the	Enterprise	has	to	consider	the	traffic	profile,	proper	utilization	of	CPU	and
memory	for	both	host	and	network.

	

VLANs:	VLAN	 is	 same	 for	both	 IPv4	and	 IPv6	protocols.	The	ABC	Enterprise	 should
consider	both	the	protocols	same	for	VLAN.

	

High	 Availability:	 ABC	 Enterprise	 should	 consider	 the	 three	 important	 functions,
redundant	routing	and	forwarding	paths,	availability	of	first-hop	gateways	and	three	layers
of	switch.

	

QoS:	QoS	 policy	 act	 as	 a	 keyword	 remove	 policy	 for	 both	 the	 protocols.	 IPv6	 have
modern	set	of	mechanism,	so	most	of	 the	keywords	of	IPv6	are	different	from	the	IPv4.
So,	this	policy	is	necessary	to	ensure	the	better	performance	of	the	IPv6	keywords.

	

Addressing:		The	Enterprise	developed	an	addressing	table	which	is	given	below:

	



	

Figure	31:	64	bit	Addressing	Table	of	DSM	based	Campus	Network	Design	of	ABC
Enterprise

	

Routing:	Enterprise	 IPv4	 and	 IPv6	 depend	 on	 IGP.	 Most	 of	 the	 functions	 of	 IGP	 are
almost	 same	 for	 the	 both	 protocols.	 In	 some	 cases	 Enterprise	 IPv6	 is	 used	 different
function	IGP.	For	better	performance.	For	converging	network,	it	is	necessary	to	tune	the
IGP.

	

Multicast	 Configuration:	 ABC	 Enterprise	 have	 used	 DSM	 model,	 because	 it	 fully
supports	Multicast	configuration.

To	enable	multicast	in	Enterprise	IPv6	network	an	enterprise	must	consider	CLI	input	for
general	network	setting.	And	for	global	setting	it	should	enable	PIM-SSM.

	

Security:	ABC	Enterprise	should	maintain	high	security	 in	 their	DSM	Campus	network
deployment.	As	many	common	virus,	 threats,	worms,	unauthorized	access,	malware	etc.
attack	the	IPv4	networking	models,	hence	these	can	also	try	to	attack	the	IPv6.	There	are
some	Cisco	security	tools	available	in	the	market,	ABC	Enterprise	can	use	those	tools	to
secure	their	enterprise	IPv6	DSM	Campus	network.



	



3.5	Answering	the	General	Question	

In	 this	segment	 the	author	has	discussed	about	 the	following	general	question.	That	was
showed	in	the	research	proposal:

	

What	are	the	challenges	in	rolling	out	IPv6	across	an	enterprise	network?

There	are	many	challenges	faced	during	rolling	out	IPv6	across	an	enterprise	network.	The
challenges	are	given	below:

	

Government	 Policy:	Most	 of	 the	 governments	 of	 the	 developed	 nations	 prefer	 IPv4
networking	 solutions.	 As	 the	 IPv6	 network	 solution	 is	 newly	 introduced,	 so	 those
governments	 now	 prefers	 some	 protocols	 of	 IPv6	 in	 their	 nations.	 Still	 they	 like	 to
consider	the	address	of	IPv4	in	IPv6	protocol	mechanism.

Preference	for	Mobile	Devices:	Still	most	of	the	mobile	companies	prefer	IPv4	for	their
devices,	just	fewer	of	them	use	the	IPv6	technology.	It	is	a	great	a	challenge	for	rolling	out
IPv6	over	enterprise	networks.

	

Higher	Cost	for	Deployment:	It	remains	costly	to	deploy	IPv6	network	design	in	small
enterprise	because	of	its	high	price	and	operating	cost.

	

Lack	of	Technological	Knowledge	on	IPv6:	Due	to	lack	of	proper	knowledge	about	IPv6
network,	many	enterprises	still	use	IPv4	for	their	enterprise	purposes.

	

Inefficient	Address	Use:	For	small	enterprise	 there	 is	no	need	for	high	address	capable
network	like	IPv6.	Using	IPv6	will	be	regarded	as	an	inefficient.	So,	for	those	cases	IPv6
are	usually	ignored.

Excess	Server	Uses:	As	IPv6	has	more	address	options,	hence	it	needs	more	storage.	As	a
result,	the	enterprise	needs	to	provide	more	servers	for	this	technology	which	is	inefficient
for	small	enterprises.

	



Lack	 of	 Skilled	 Workforce:	 Most	 of	 the	 enterprise	 has	 lack	 of	 skilled	 technical
workforce.	This	creates	challenges	rolling	out	IPv6	across	an	enterprise	network.

Need	of	High	Security:	IPv6	is	the	upgraded	version	of	IPv4,	it	needs	more	security	tools
than	IPv4.	This	creates	challenges	rolling	out	IPv6	across	an	enterprise	network.



SIMULATIONS
4.0	Comparison	between	IPv6	and	IPv4	Using	Opnet	Simulator

In	this	section	the	two	internet	protocols	IPv6	and	IPv4	are	compared	using	OPNET	as	a
simulation	 tool.	 OPNET	 stands	 for	 “Optimized	 Network	 Engineering	 Tool.”	 It	 has	 the
ability	 to	 simulate	 large	 communication	 networks.	 OPNET	 simulation	 software	 isn’t	 a
freeware,	hence	you	have	to	purchase	this	software	before	doing	any	simulation.

	

The	massive	expansion	of	internet	in	recent	days	has	created	more	significant	challenges
in	the	addressing	of	the	new	hosts	such	as	cell	phone,	laptop,	tablets	and	smart	phone.

	

This	 requirements	 have	 necessitated	 for	 the	 design	 of	 Internet	 Protocol	 Version	 6
abbreviated	as	IPv6	(Hinden	and	Deering,	1998).



	

4.1	Simulation	Process

In	 this	 section	 the	 IPv4	 and	 IPv6	 properties	 are	 evaluated	 in	 a	 very	 simple	 networking
which	operates	in	a	non-complex	configuration.

The	IPv6	and	IPv4	are	implemented	first	in	a	basic	network	and	then	they	are	simulated
on	the	campus	network.

	



4.2	Simulation	of	IPv4	and	IPv6	Networks	with	Voice	Application

Setting	up	Differentiated	Services	in	OpNet

By	setting	up	differentiated	Services	in	OpNet	simulation	software,	author	can	identify	the
Quality	of	Service	(QoS)	of	IPv4	and	IPv6.

	

As	IPv4	is	the	old	version	of	IP	and	the	performance	of	the	protocol	is	limited	than	IPv6,
so	the	author	has	shown	the	IPv4	as	“Without	QoS”	in	this	simulation	process.

	

In	 contrary,	 the	 author	 has	 selected	 IPv6	 as	 “With	 QoS”	 because	 of	 its	 outstanding
performance.

	

IPv4	Without	QoS	
At	first,	Opnet	simulation	software	was	selected	for	this	simulation	process.	Then	the
author	selected	the	Application	configuration	and	Profile	configuration	from	the	Object
Palette.

	

The	author	selected	2	main	nodes	which	are	connected	to	the	end	user.	The	organizing
process	of	Application	configuration	and	Profile	configuration	from	the	Object	Palette	are
shown	below:

Figure	33:	Selecting	Application	configuration	and	Profile	configuration	from	the
Object	Palette



	

With	the	first	node,	 three	Ethernet	Workstation	was	selected.	One	of	 them	Burst	Traffic,
others	are,	Voice	Caller	and	Video	Caller.	The	author	will	mainly	use	the	voice	caller.	10
Base	T	Switched	LAN	was	selected	to	be	used	as	a	background	client.	Node	2,	have	Video
called,	Voice	called	and	Background	client	as	end	user.

	

In	App	Config,	the	following	steps	are	followed:

1.	 Edit	Attributes
2.	 Application	Definition
3.	 Select	Row	3
4.	 Go	to	Description
5.	 Voice	PCM	Quality	Speech

To	view	the	result	the	author	selects	the	view	result	option	and	check	the	Packet	end	to
end	delay	option.

Figure	34:	The	simulation	 is	 showing	quite	high	picks	 in	Packet	End	 to	End	Delay
(sec)	in	IPv4	voice	application	packet	transmission

The	result	is	shown	in	a	graphical	manner.	This	is	a	simulation	process	done	for	without
IPv4	QoS.

	

IPv6	With	QoS:

	



For	this	task	the	author	selected	scenario	option,	then	chose	duplicate	scenario	to	simulate
the	required	result	with	QoS	service.	As,	the	author	is	using	only	voice	conversation,	he
enabled	 the	QoS	 only	 in	 between	 the	 voice	 caller	 and	 voice	 called	 end	 user.	 Then,	 the
author	selected	the	following	steps:

1.	 Protocols
2.	 IP
3.	 QoS
4.	 Configure	QoS

	

Figure	35:	Selecting	WFQ	(Weighted	For	Queue)	queue	system	as	QoS	Scheme	and
DSCP	(Differentiated	Service	Code	Point)	Based	as	QoS	Profile

	

In	 the	 configuration,	 WFQ	 (Weighted	 For	 Queue)	 queue	 system	 was	 selected	 as	 QoS
Scheme	and	DSCP	(Differentiated	Service	Code	Point)	Based	was	selected	as	QoS	Profile.
A	new	IP	node	appears	which	is	named	as	QoS	Parameter.	In	the	edit	attribute	option	of
QoS	parameter,	all	types	of	configuration	can	be	checked.



	

Figure	 36:	 After	 selecting	 all	 types	 configuration	 from	 attribute,	 the	 end	 to	 end
connection	 between	 node	 0,	 node	 1	 along	 with	 voice	 caller	 and	 voice	 called	 have
turned	in	to	green

	

Now	before	the	final	simulation,	the	author	followed	the	following	steps,

1.	 App	configuration
2.	 Edit	Attributes
3.	 App	Definition
4.	 Row3
5.	 Description
6.	 Voice
7.	 Value	(Edit)
8.	 Type	of	Service	(Interactive	Voice)

	



	

Figure	37:	Configuring	TOS/DSCP,	DSCP	is	marked	as	check	and	EF	is	selected

	

A	window	pops	having	a	name	Configure	TOS/DSCP.	DSCP	was	marked	as	check.	And
EF	was	selected.	Now	to	simulate	the	author	selects	Configuration	Simulation	need_	QoS
and	selects	run	option	from	it.	And	the	simulation	with	QoS	starts.

	

Figure	38:	Showing	the	simulation	of	IPv6	in	voice	packet	transmission	with	QoS

	



After	it	finishes	the	same	option	was	chosen	as	discussed	above	to	view	result.	This	time
the	authors	found	that	the	graphical	representation	shows	a	straight	line	for	IPv6	with
QoS.

Figure	39:	The	simulation	is	showing	that,	the	blue	scattered	dots	are	the	voice
packet	End	to	End	Delay	(sec)	of	IPv4	these	are	shown	here	as	“No_QoS”	where,	the
red	straight	line	dots	are	the	voice	packet	End	to	End	Delay	(sec)	of	IPv6	those	are

shown	as	“Diffserv”.

	

Whereas,	 in	 the	graphical	 representation	of	IPv4	(without)	QoS	the	graph	was	scattered.
For	comparing	the	both	scenarios	all	the	scenarios	option	was	marked	as	check.

	

For	above	comparison,	the	author	has	tried	to	proof	that,	IPv6	End	to	End	Delay	(sec)	in
voice	 packet	 transmission	 is	 very	 much	 stable	 and	 faster	 than	 IPv4	 voice	 packet
transmission.		

	

Thus	the	comparison	between	IPv4	(without	QoS)	and	IPv6	(with	QoS)	is	simulated.	And
from	the	result	it	can	be	very	easily	identified	that	IPv6	have	a	clear	advantages	over	IPv4
in	 not	 only	 voice	 application	 packet	 transmission	 but	 also	 all	 the	 other	 packet
transmission.



	
	

	

	

	

	

	

	



5.0	Critical	Evaluation

The	author	has	found	following	critical	evaluations	from	the	overall	research	and	he	has
presented	these	evaluations	in	this	book:	

	

	 	 	 	 	 	 	 IPv6	 is	 usually	 very	 costly	 and	 occupies	 large	 space,	 hence	 it	 is	 really
inefficient	for	small	size	enterprise.

	

	 	 	 	 	 	 	On	the	other	hand,	some	large	scale	enterprises	are	already	using	enterprise
IPv6	for	their	growing	enterprise	purposes.

	

							IPv6	offers	large	address	space	for	the	user,	so	the	govt.	of	developed	nations
is	already	made	some	policies	to	implement	this	technology	in	their	territories.

	

							Most	OS	and	Apps	are	now	supporting	IPv6	protocols	by	default,	so	it	is	now
very	demandable	in	technological	areas.

	

	 	 	 	 	 	 	 Most	 of	 the	 enterprise	 software	 is	 now	 supporting	 IPv6	 protocol	 and
addresses.	 The	 world	 famous	 technology	 companies	 like	 Google,	 Apple,
Microsoft,	Oracle,	Amazon	etc.	are	already	implementing	this	technology.	

	

	 	 	 	 	 	 	 In	 recent	 years	 it	 is	 observed	 that	 the	 developing	 nation’s	 enterprises	 are
trying	to	 implement	IPv6	in	 their	enterprise	network.	So	it	 is	very	clear	 that	 in
near	future	IPv6	will	rule	the	entire	networking	systems	of	the	world.



6.0	Conclusion

The	 transition	 to	 IPv6	will	 likely	 to	 take	much	shorter	 time	 from	now	and	 till	 that	 time
IPv4	and	IPv6	should	co-exist.	Some	firms	may	not	prepare	for	leaving	IPv4	and	adopting
IPv6	 fully	 within	 very	 short	 time.	 So	 inter	 connecting	 networks	 and	 devices	 across
heterogeneous	 environments	will	 be	 a	major	 consideration.	Because	 IPv6	 is	 an	 industry
standard	 networking	 technology.	 So	 the	 necessary	 hardware	 and	 software	 applications
produced	 by	 different	 vendors	 in	 the	 market	 should	 in	 accordance	 with	 that	 standard
should	 be	 interoperable.	 That	 means	 the	 protocol	 will	 not	 stop	 the	 devices	 in
interoperating.

There	may	be	interoperability	problems	but	that	will	be	minimal.		Because	manufacturer
of	 the	networking	components	and	devices	will	quickly	adjust	 to	avoid	any	productivity
issues	and	associated	losses	from	interoperability	problems	that	may	arise	when	put	IPv4
and	 IPv6	 devices	 together.	 Lot	 of	 researches	 showed	 that	 no	 obvious	 problems	 arise	 in
implementing	 the	 IETF	 standards	 for	 IPv6	 because	 major	 operating	 system	 and	 router
vendors	already	have	implemented	and	periodically	demonstrated	interoperability.

For	 that	 reason,	 government	 should	 involve	 in	 co-coordinating	 and	 supporting	 the
development	of	standards,	protocols	and	conformance	of	IPv6.	Government	should	be	an
active	participant	in	identifying	and	facilitating	technical	solutions	and	inter	operatebality
solutions.	 Government	 should	 act	 as	 a	 best	 consumer	 to	 the	 IPv6	 products	 and
technologies	and	should	become	an	example	maker	for	others.

Industry	 also	 should	 take	 active	 participation	 and	 develop	 standards	 and	 technologies
along	with	and	with	the	help	of	the	government.	From	the	above	research	work	we	found
out	the	following	facts	about	IPv6.

(1)	It	is	a	complex	standard.	It	consists	of	a	suite	of	protocols,	lot	of	new	definitions,	new
transition	mechanisms,	and	lot	of	operational	procedures.	The	benefits	of	IPv6	over	IPv4
will	vary	depends	on	so	many	factors.

(2)	A	collection	of	techniques	like	NATing	was	introduced	in	IPv4	to	resolve	the	less	IP
addresses	 problems	 in	 IPv4.	 This	 won’t	 work	 in	 most	 of	 the	 applications	 like	 smart
phones.

(3)	 IPv6	 stakeholders	 will	 be	 from	 Infrastructure	 (Hardware	 and	 Software)	 Vendors,
Application	 Vendors,	 Internet	 Service	 Providers	 (ISPs)	 and	 Internet	 Users.	 The	 entire
factor	 associated	with	 IPv6	 upgrade	will	wary	 depends	 on	 from	which	 group	 the	 stake
holder	is	from.



(4)	 There	 should	 be	 a	 good	 public-private	 co-ordination	 should	 be	 there	 in	 IPv6
development.	 Government	 should	 act	 as	 an	 example	 maker	 and	 should	 act	 as	 a	 front
runner	and	a	big	customer	of	IPv6	products.

In	this	book	at	the	first	part	a	detail	discussion	was	done	about	the	objective	and	goal	of
this	research.	Besides,	the	background	of	this	book	was	also	given	some	light.	The	reason
why	 this	 topic	 selected	 and	 the	 importance	 of	 this	 topic	 in	 practical	works	 are	 all	well
explained	in	the	first	part.

The	second	part	on	the	other	hand	discussed	about	the	artefact	and	the	way	the	total	work
done	on	the	book.	The	second	part	started	with	a	detailed	discussion	on	the	artefact	and	its
execution	procedures.	IPv6	follows	some	definite	network	designs.	There	are	few	different
network	designs	with	its	unique	features.	These	network	designs	have	discussed	properly
along	with	figures.

After	 the	 designs,	 the	 mechanisms	 for	 the	 protocols	 to	 co-exist	 side	 by	 side	 were
explained.	Dual	stack	was	recommended	as	the	converter	mechanism	for	IPv4	and	IPv6.
Network	transitions	and	services	and	its	considerations	were	also	recommended	for	a	save
approach	in	using	IPv6.

Next,	 the	important	step	was	deployment	of	the	IPv6	network	system.	The	book	worked
on	 a	 definite	 network	 design	 to	 show	 its	 practical	 use	 in	 an	 enterprise	 network
environment.	As	 a	 result,	 only	one	design	was	 chosen	 for	 the	book.	The	design	 chosen
was	Campus	Network	design.	And	DSM	model	was	chosen	for	the	deployment	purpose.

The	reason	Campus	Network	was	chosen	because	it	is	more	feasible	for	small	enterprises
and	 its	deployment	mechanisms	are	 less	costly	and	easy	 to	do	all	 the	setup.	Using	 IPv6
and	maintaining	is	a	difficult	task.	The	enterprise	should	consider	some	important	and	key
points	for	smoothly	running	the	protocol	IPv6.	These	points	were	discussed	in	details	 in
this	book.

Finally,	 the	 general	 question	 was	 answered	 in	 the	 last	 segment	 which	 is	 related	 to	 the
topic.	 In	 the	 general	 questions	 segment	 the	 answer	 covered	 some	problem	 faced	 during
rolling	out	the	IPv6	protocol.



Besides,	the	difference	between	IPv4	and	IPv6	were	presented	in	a	tabular	form	to	show
how	IPv6	differs	from	the	previous	version	of	this	protocol.	Some	of	the	future	works	in
this	 research	 can	 be	 like	 Effective	 testing	 of	 IPv6’s	 interoperability	 with	 existing	 IPv4
systems,	 Performance	 improving	 techniques	 of	 IPv6	 systems,	 IPv6	 routing	 and	 mobile
computing	 in	 IPv6,	Performance	of	dual	 IPv4/IPv6	environments,	Security	 in	dual-stack
environments,	Intrusion	detection	techniques	for	IPv6,	NATs	and	tunnelling	in	IPv6,	QoS
in	IPv6	and	IPv4.	Different	protocols	in	the	enterprise	should	consider	some	important	and
key	 points	 for	 smoothly	 running	 the	 protocol	 IPv6.	 These	 points	 were	 discussed	 in
addresses	 in	 this	 book.	 Finally,	 the	 general	 question	 was	 answered	 in	 the	 last	 segment
which	is	related	to	the	topic.

In	 the	general	questions	segment	 the	answer	covered	some	problem	faced	during	rolling
out	 the	 IPv6	protocol.	Besides,	 the	difference	between	 IPv4	and	 IPv6	were	presented	 in
ways	 to	 show	how	IPv6	differs	 from	 the	previous	version.	This	concludes	 the	analysis.	
Some	researches	till	feel	that	the	existing	IPv4	can	be	upgraded	at	a	great	cost	instead	of
going	for	IPv6.	This	is	somehow	like	a	chicken	and	egg	scenario.

IPv6	 is	 better	 than	 updating	 existing	 IPv4.	 The	 government	 should	 work	 to	 build	 the
necessary	base	of	skilled	human	resources	for	the	development	of	IPv6.

Government	can	ensure	the	IPv6-enabled	services	are	deployed	in	a	timely	manner.

Government	 can	 funding	 for	 advanced	 testbed	 deployment	 of	 IPv6	 could	 be	 made
available	and	advertised	appropriately	for	the	better	growth	and	utilization	of	IPv6	in	the
enterprise	network	development.
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